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Abstract—As sensornets are increasingly being deployed in sensing, and it is critical to ensure messaging quality.(e.g
mission-critical applications, it becomes imperative tha we timeliness of data delivery) in CPS sensornets. The stninge
consider application QoS requirements in in-network procssing application requirements in CPS make it necessary to fethin

(INP). Towards understanding the complexity of joint QoS ard - g
INP optimization, we study the problem of jointly optimizing about sensornet design, and one such problem is in-network

packet packing (i.e., aggregating shorter packets into lager ones) Processing.

and the timeliness of data delivery. We identify the conditbns For resource constrained sensornets, in-network proagssi
under which the problem is strong NP-hard, and we ndthatthe (INP) improves energy ef ciency and data delivery perfor-
problem complexity heavily depends on aggregation constiats 1,06 by reducing network trafc load and thus channel

(in particular, maximum packet size and re-aggregation toér- .
ance) instead of network and traf c properties. For cases wlken contention. Over the past years, many INP methods have been

the problem is NP-hard, we show that there is no polynomialime ~Proposed for query processing [1], [2], [3], [4] and general
approximation scheme (PTAS); for cases when the problem can data collection [5], [6], [7], [8], [9], [10]. Not focusing

be solved in polynomial time, we design polynomial time, ofne  mjssion-critical sensornets, however, these works havatlyno
algorithms for nding the optimal packet packing schemes. ©  jonqred the timeliness of data delivery when designing INP

understand the impact of joint QoS and INP optimization on . . g
sensornet performance, we design a distributed, online ptocol mechanisms. Recently, Becchetial: [11] and Oswalcet al:

tPack that schedules packet transmissions to maximize the local [12] examined the issue of data delivery latency in in-nekwo
utility of packet packing at each node. Using a testbed of processing. Theoretical in nature, these studies asstoted

130 TelosB motes, we experimentally evaluate the propereof aggregationwhere any arbitrary number of information ele-
tPack. We nd that jointly optimizing data delivery timelin ess ments (e.g., reports after an event detection) can be agfgbg

and packet packing and considering real-world aggregatiorcon- . : . . . .
straints signi cantly improve network performance. Our n dings into one single packet, which may well be infeasible in many

shed light on the challenges, bene ts, and solutions of joinQoS ~ Practical settings. Thus, the interaction between speceal-
and INP optimization, and they also suggest open problems fo world INP methods and data delivery timeliness remains a

future research. largely unexplored issue in sensornet systems. This is an
Index Terms—Wireless network, sensor network, real-time, importantissue because 1) it affects the ef ciency and igal
packet packing, in-network processing of real-time embedded sensing and control, and 2) as we will
show later in the paper, data aggregation constraints, (e.g.
. INTRODUCTION aggregation capacity limit and re-aggregation toleraaéfelt,

go a greater extent than network and traf c properties, the
complexity and the protocol design in jointly optimizing PN
8Qd the timeliness of data delivery.
Towards understanding the interaction between INP and
ta delivery latency in foreseeable real-world sensornet
eployments, we focus on a widely used, application-
independent INP method —packet packingvhere multiple
hort packets are aggregated into a single long packet [13],
F14]. In sensornets (especially those for real-time senaimd
control), an information element from each sensor is uguall
An extended abstract containing some preliminary restitsis paper has short, for instance, less than 10 bytes [15], [1]. Yet thedeea
appeared in IEEE RTSS 2009. A _ overhead of each packet is relatively high in most sensornet
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After the past decade of active research and eld trial
wireless sensor networks (which we caénsornet here-
after) have started penetrating into many areas of scien
engineering, and our daily life. They are also envisione
to be an integral part of cyber-physical systems such gi
those for alternative energy, transportation, and heaithc
In supporting mission-critical, real-time, closed loomsiag
and control, CPS sensornets represent a signi cant deart
from traditional sensornets which usually focus on opeplo



TABLE |

ROLL [17]. Besides _h_eader overhea_d, MAC coordination also NOTATIONS USED INSECTIONSII & 111

introduces non-negligible overhead in wireless netwolld.[

If we only transmit one short information element in each| : Common notations |
packet transmission, the high overhead in packet tran&niss K ma;'g':’l‘:et”“mbef of information elements allowgd
will _S'gm cantly reduce .the network.tththUt; this is-es ETXv;v; (I) | expected number of transmissions taken to succgss-
pecially the case for high speed wireless networks such as fully deliver a packet of lengtt along link (vi ; vj )

IEEE 802.15.4a ultrawideband (UWB) networks. Fortunately]  tvivi (1) ][“aXim'U[” time f?hken éO deliveffa Pid?t Ofkl_en@ﬁf §
the maximum size of packet payload is usually much longe| rom vi f0 Vi i1 e abSence of packet packing an

=

packing-oriented scheduling

than that of each _information element, for instance, 12@dbyt | Notations used in Section 1T only |
per .MAC_: framelln 802.15.4. .Therefo_re, we can aggregate R Toot of a directed collection tree
multiple information elements into a single packet to redluc X an information _element
the amortized overhead of transmitting each element. Packe __ Vx the node wherex is generated
acking also reduces the number of packets contending for—* length ofx
P g - p '~ g Tof Ix time whenx is generated
channel access, hence it reduces the probability of packet— g, deadline of delivering to R
collision and improves information delivery reliabilitgs we Sx spare time in delivering
will show in Section VI. The bene ts of packet packing have L__['x:dx] lifetime of x :
also been recognized by the IETF working groups 6LowPA Notations used in Section Il only
and ROLL n number of variables in a SAT instance
) : ) ) m number of clauses in a SAT instance

Unlike total aggregation assumed in [11] and [12], the X j th variable of a SAT instance
number of information elements that can be aggregated intoja CJi ith clause of a SAT instance _
single packet is constrained by the maximum packet sizs, thg % information element corresponding to the variafile

Xj in a clauseCi
Irl;d] lifetime of x!

we have to carefully schedule information element transmi
sions so that the degree of packet packing (i.e., the amdunt

> ” . o ; ax'k kth auxiliary information element for variabl

sensing data contained in packets) can be maximized witholt, =~ ol "7 iifetime of ax]

violating application requirement on the timeliness ofadat Zi information element generated by node

delivery. As a rst step toward understanding the complewit [ri;dil lifetime of z; _ _

jointly optimizing INP and QoS with aggregation constraint 51 transmission fime from any leaf node to its parerjt
: . . t2 transmission time from any nodg to nodev

we analyze the impact that aggregation constraints haveen t i3 fransmission time from node o nodes

computational complexity of the problem, and we prove the ts transmission time from any nod€ to nodev

following:

= When a packet can aggregate three or more information

elements, the problem is strong NP-hard, and there is r%j that jointly optir_nizir_lg data delivery timelines_s and geet .
polynomial-time approximation scheme (PTAS). packing and considering real-world aggregation condfsain

: When a packet can only aggregate two information el igni cantly improve network performance (e.g. in terms of

ments, the complexity depends on whether two eleme igh reliability, high energy ef ciency, and low delay gp).

in a packet can be separated and re-packed with othe N€ rest of the paper is organized as follows. We analyze
elements on their way to the sink: if the elements in Q& Pene ts of packet packing in lossy wireless networks in

packet can be separated, the problem is strong NP-h .ti(_)n . We dis_cuss the sy_stem m_odel and precisely de ne
and there is no PTAS for the problem; otherwise it cawe joint optlmlzatlon problem n 590“9” IIl. Then we aregy
be solved in polynomial time by modeling the problen‘ihe complexity of the problem in Section IV, and present the

as a maximum weighted matching problem in an intervH?aCk protocol in Section V. We experimentally evaluate the
erformance of tPack and study the impact of packet packin
: The above conclusions hold whether or not the routirfbs well as joint optimization in Section VI. We discuss retht

structure is a tree or a linear chain, and whether or ngerk in Segtion Vil, and conc!ude_ the paper in Sectipn VIIl.
the information elements are of equal length For convenience, we summarize in Table | the notations used

in Sections Il and IV.
Besides shedding light on the complexity and protocol desig

of jointly optimizing data delivery timeliness and packercg-
ing (as well as other INP methods), these ndings incidéntal
answer several open questions on the complexity of batch\while aggregating short information elements reduces the
process scheduling in interval graphs [18]. overhead of transmitting each information element, itéases

To understand the impact of jointly optimizing packethe length of packets being transmitted. Given that packet
packing and data delivery timeliness, we design a distihut delivery rate of a wireless link decreases as packet lemgth i
online protocoltPack that schedules packet transmissions toreases, a longer packet with aggregated information elesme
maximize the local utility of packet packing at each nodmay be retransmitted more often, for reliable data delivery
while taking into account the aggregation constraint ingabsthan the shorter packets without aggregation. To undetstan
by the maximum packet size. Using a testbed of 130 Telosihether packet packing is still bene cial in the presence of
motes, we experimentally evaluate the properties of tPakk. lossy wireless links, therefore, we need to understandivenet

Il. WHY PACKET PACKING?



the increased packet loss rate overshadows the benets o 12

packet packing. To this end, we mathematically analyze the k=3
issue as follows. ol =,

For simplicity, we assume in this section that the status Ak=12 1
(i.e., success or failure) of different packet transmissiare 8[| -reference (R, = 1) |
independent, and we corroborate the analytical resultsitiir & 6 L
testbed based measurement in Section VI where temporal link
correlation exists. For convenience, we de ne the follogvin a4
notations:

[, : payload length of an unpacked packet, N e e

i.e., the length of a single information element; \

. .1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
p: : delivery rate of an unpacked packet; P,
k : packing ratio, i.e., the ratio of the payload , _ AC,
Fig. 1. Ry =

length of a packed packet to that of an AC K

unpacked packet;
h : the ratio of header length to payload length

in an unpacked packet. always decreases as the packing ratio increases. Since link

Then, for a packed packet with packing rakipthe ratio of reliability is usua_lly_ greater thgn 67% in practice, we can
the overall length of the packed packet to that of an unpack@ijvays try to maximize the packing ratio so that the amodize

packet is¥tthli  Thus, the delivery ratgy of the packed cost of packet transmission is reduced. o
el Denotingk” as the optimal packing ratio that minimize the

packet can be calculated as follows: ! a
amortized cost for transmitting a packet, we then study the

Kl 1+ hl 1 k+ h

P=pi o= plit relationship betweeR™ andp;. From (2), we have:
To re ect the overhead of transmitting a paclkgt over a ACy = 1 = 1k+h (3)
wireless link, we de ne themortized cos{AC) of transmit- kl1px Klips ™

ting pkt as follows: ke h

ET X pkt To minimize ACk, we need to maximizé (k) = klip; " .
lenpk (1) Whenk 2 R*, f (k) is a convex function. Let (k) = 0. we

havekg = 1+ih1. Therefore, wherk 2 N*, k® is calculated
|as follows:

AC pkt =

wherelenpy; is the payload length gkt, andET X p; is the In p}
expected number of transmissions taken to successfullyede
pkt over the wireless link. Given that the expected number of

transmissions to successfully deliver a packet with pagkin k® = arg min Lok eibkg cgf ACk (4)
ratiok is -, the amortized cost of transmitting a packet with

packing raktid<, denoted byACy, can be calculated as follows: In Figure 2(b),k" increases as the link reliability increases.

Whenp; is greater thaim5% k” increase faster, which implies

1=pc _ 1 that packet packing can bring more bene t on amortized cost

W, - Kiape (2)  when link reliability is high. Figure 2(b) shows the relatihip

RetweenACk andk whenp; = 0:9. From the gure we can

€ e .

nd that it is not always bene cial to pack as many small

that is. L packets as possible. There exists a threshold on the packing
"Tipy ratio. Whenk exceeds this threshold, the amortized cost will

For a given packing ratid, the ratioR, of AC; to ACk increase. This motivates us to explore how to perform kin
re ects whether packet packing is bene cial, that is, packe ' P P P

packing is bene cial ifRx > 1. PreciselyRy is calculated as at each node in the network.

ACk =

Since an unpacked packet has a packing ratio of 1, t
amortized cost of transmitting an unpacked packef@;,

follows: - Remarks. The above analysis focuses on a single link, but
= ACy — knD the observations easily carry over to multi-hop networksei
R kp;
ACk link reliability p; re ects the impact of channel fading and

In a typical sensornet system [15], [19], the rdtiof header collision even in the case of multi-hop network$he analysis
length to that of a single information element is around #as not considered the bene ts (e.g., fewer number of packet
and the packing ratio can be up 1@ For h = 3, Figure 1 collisions) of reduced channel contention as a result okg@ac
showsRy as a function ofp; andk, whenh = 3. From the packing (which reduces the number of packets contending for
gure, we can see that packet packing reduces the amortizgftannel access). We will study the impact of these factors
cost of packet transmission as long as the link reliability through testbed based measurement in Section VI.
no less than 40%, which is usually the case in practice (e.qg.,

link reliability was » 75% even in heavily loaded sensornet “Note that the increased per-packet transmission time assalt ref
increased packet length will not cause more collision, esitie time taken

systems [15], [19]). We alsq see that, if link reliab”ity_ is;o transmit a packet (e.g» 4 milliseconds) is usually much less than the
greater than 67%, the amortized cost of packet transmissiotar-packet interval (e.g., usually at least a few secpnds



80, jointly optimizing packet packing and the timeliness ofalat
delivery as follows:

60 Problem P: given T and X, schedule the transmission of
each element i to minimize the total number of packet
transmissions required for delivering to the sinkR while
ensuring that each element be delivered Ro before its
deadline.

In an application-speci ¢ sensornet, the information ele-
ments generated by different nodes depend on the applicatio

0 0.2 0.4 0.6 0.8

[

Py but may well be of equal length [15]. Depending on whether
(@) K® the sensornet is designed for event detection or data tiolec
N moreover, the information elemend may follow certain

10

arrival processes. Based on the speci c arrival procesX pf
the following special cases of probldPtend to be of practical
10° relevance in particular:;

Problem Py:  same a$ except that 1) the elements Xf are

of equal length, and 2X includes at most one element from

10 each node; this problem can represent sensornets that detec
rare events.

ACk

102 ‘ ‘ ‘ ‘ Problem P;:  same as except that 1) the elements &f
0 20 40 60 80 100 ;
K are of equal length, and 2) every two consecutive elements
(b) AC generated by the same nogeare separated by a time interval

whose length is randomly distributed [a; b]; this problem
can represent periodic data collection sensornets (wihiptz
random perturbation to the period).

Fig. 2. K" andACk whenly =12, h =0:375, andK nax =100.

11l. SYSTEM MODEL AND PROBLEM DEFINITION Problem P,: same ad except that the elements &f are

Having veried the benets of packet packing in IossyOf equal length; this problem represents general applicati

wireless networks in Section Il, we now discuss the syste?ﬁ)ec' ¢ sensomets.

model and de ne the joint optimization problems we will facu

on in this paper. IV. COMPLEXITY OF JOINT OPTIMIZATION
The complexity of probleni depends on aggregation con-

straints such as maximum packet size and whether informatio

elements in a packet can be separated and repacked with other
We consider a directed collection trée= (V;E), whereV  elements. For convenience, we uéeto denote the maximum

andE are the set of nodes and edges inthe tvee. fvi :i = number of information elements that can be packed into a

1:::Ng[f RgwhereR is the root of the tree and representsjngle packet. (Note thdt depends on the maximum packet

the data sink of a sensornet, ahg : i = 1:::Ng are the sjze and the lengths of information elements in probRm

set of N sensor nodes in the network. An edge;vji 2 E |y what follows, we rst analyze the case whén , 3 and

if vj is the parent of; in the collection tree. The parent of athen the case whek = 2, and we discuss how aggregation

nodev; in T is denoted api. We useET X,y (1) to denote constraints affect the problem complexity.

the expected number of transmissions required for deligeri

a packet of length from a nodey; to its ancestow;, and A. Complexity whe _ 3
we usety, y, (I) to denote the maximum time taken to deliver >
a packet of length from v; to v in the absence of packet
packing and packing-oriented scheduling.

Each information element generated in the tree is iden-
tied by a 4-tuple (vy;lx;rx;dx) wherevy is the node that below

generatex, ly is the length ofx, ry is the time whenx H 1-When K 3 blemPe i NP-hard
is generated, and, is the deadline by whick needs to be eorem 1:WhenK , 3, problemP, Is strong NP-har

delivered to the sink nod@. We uses, = dyi (Fx+ tv, r (Ix)) whether or not the routing structure is a tree or a linearrchai
to denote thespare timefor x, and we de ne thdifetime of Proof. _TO prove thaPO. is strong NP-hard, we rst present
X as[ry; dy. a polynomial transformat_loh from the SAT_probI_em thO_,
then we prove that an instange of SAT is satis able if
N and only if the optimal solution of © = f(!) has certain
B. Problem de nition minimum number of transmissions.
Given a collection tred and a set of information elements Given an instanceé of the SAT problem which has
X = fxg generated in the tree, we de ne the problem oBoolean variableX 1;:::; X, andm clause<;;:::;Cn, we

A. System model

We rst analyze the complexity and the hardness of approx-
imation for problemPy, then we derive the complexity ¢,

P,, andP accordingly. The analysis is based on reducing the
Boolean-satis ability-problem (SAT) [20] td®, as we show



derive a polynomial time transformation frgmto an instance then assign them one by one to the leaf nodgs: : v‘2k +
! Oof Py with K | 3 as follows. Firstly, we construct a treeof this subtree. If variabl&; occurs unnegated in clauﬁe
with n+2 nodes shown in Figure 3. In this tree, each ngde we create an information elemem’t with lifetime [rl;d ] =
[Bi+1)(n+21)+ |; (3i +2)(n+1)+ j e+ o+ ts] If X

occurs negated in claus®, we create an information element
rhd 1= [Bi(n+1)+ j; Bi+1)(n+1)+ j + o+ to+ tg].

. Let o< o< ‘k denote the indices of the clauses
. in which variableX; occurs. For every two messaggs
and x' ;t=1;::5k i 1, dene an information element

t+1

ax iil Dk dh ] = [dj i gt ts;ffim + U+t + ta].

We also de neax‘ [rao, 1= [j;r:,- + 1ty + ty + t3], and
. ) 1 .

axj :Irh, idh, 1= [d, it it 3mE (D

ty + to + t3]. In this Way, every two consecutive information
elements in this sequence overlap in their lifetimes, amd th
size of the overlap i$; + to + t3. After de ning these2k; +1
information elements, we set the source of each element one
wherej = 1;:::;n corresponds to the variabl¢; . Nodev is by one from node/; to nodev2k .1 - For each noder),, we

an |ntermed|ate node and no8eis the base statlorETXVJv de ne an elemeniz‘ li;j + ty+ ty + ts]. For each node

is D, whereD A 1, andET X s is 1. (For now, we do not Vl .»» We dene an eIemenZZk v L BM+(n+1)+

consider the impact of packet length on link reliability anﬁi 3(m +1)(n+1)+ j + ty + t, + ta]. Figure 5 demonstrates
thus ETX.) The transmission tim,, = t> andtys = ts.

Fig. 3. A tree withn +2 nodes

This operation take®(n) time. J PR

Secondly, assume that varia{g appears; times in total Zy : _ \ _ _ Z;kﬁz
in the m clauses. Then we adek; + 3 children to nodey;, | x; lax{ ) ] _ ] x] l x; |
labeled asyo; s 'v2k +o» andm chlldren to node, labeled as ax; i ax; arx] ", @
VS 11:vE . Each new edge has®T X of 1. The transmission A N o B I
time from each child ofj to v is t1, and the transmission J ) d&/n' d; rn) d] dlij

time fromvf to v is t4. This operation take®(nm) time and

. i X Im+ 1 n+D+ j+t +1+1,
the whole tree is shown in Figure 4.

Fig. 5. Lifetimes of information elements

how the lifetimes of thes@k; + 3 information elements are

de ned.
Similarly, we de nem information elements generated by
nodesvy;:::; Vg, with elementz; : [ri;di] = [(3i +1)(n +

D+ ti+t2j tg (3|+2)(n+1)+ ti+ta+t3],i=1;:00,m,
being generated by nod€. Then, for nodes/; to vn, we
de ne an information element for each of them with Iifetime
[A(m+1)(n+1)+ i; 4m+1)(n+1)+ i+t+tg],i=1;:::;

For nodev, de ne an information element with I|fet|mp,(m+
D2(n+1)+ i;4m+1)%(n+1)+ i+ ts].

The whole process to assign an information element for each
sensor will takeO(nm) time. Therefore, the time complexity
of the whole transformation i©(n) + O(nm) + O(nm) =
O(nm), which is polynomial inn andm.

Given the instancd © of Py formulated as above, the
following claims hold for the optimal packing scheme:

Claim 1: If nodesv§;:::;Vvs are ignored, I;;he minimum
total umber of transmission ihis Cy = i=1 (2k; +
H+ - Ik +1)(D+1)]+2n(D+1)+2n+1.

Claim 2: If nodesv§;:::; Vg, are ignored, in the optimal
packing scheme ih °, every |nformat|0n elemerg generated

After constructing the tree, we de ne the information eleby a leaf node of nodtarJ j=1;00 , is forwarded to the
ments and their lifetimes as follows. For each subtree botsource's parent at timey, and then Ieaves the parent to next
at nodev;, we rst de ne 2k; + 1 information elements and hop either at timeq + t; or at timedg j (t2 + t3).

Fig. 4. Reduction from SAT t&o whenK | 3



Claim 3: If nodesvs;:::;vs, are ignored, in the optimal If only mo of the m clauses in} are satis able, then the

packing scheme i %, for eachj = 1;:::;n, all the informa- minimum cost in} °= f () (with K | 3is Ci; + mj mo.
tion elementS(‘-l leaves nodey; for v either at timer{ + t1, This is becausém j mg) number ofz's cannot be packed
or at the timed{ i (t2 + ta). with any other packet and have to be sent from nede s
Then, we have alone, which incurs an extra cost @feach. Accordingly, if

Claim 4: The minimum number of transmissions requiretess thanmg of the m clauses in| are satis able, then the
in ! 9 denoted byC;1, is Cio + m if and only if the SAT minimum costC%in! = f (!) is greater thaiC;; + mj mo.
problem] is satis able. Letting 2 = -, (7) implies that
(We relegate the proofs of these claims to the appendix.) o Coirmim

Then, Claim 4 and the fact that the reduction shown in T > Tt o
Figure 4 is a polynomial reduction from SAT Ry imply that

t1
Cu+2moj Mo

Ci1
Py is strong NP-hard wheK , 3. = 1+ Gilmo
Note that the above proof did not consider the impact > 1+ Gi f)ln;o (8)
of packet length on link reliability and thus ETX. As long _ o1y A4
as we construct the reduction so that the ETX along links - 1+ g
T R e cinni - 200m \- 1 2
hvj;vi;j = 1;:::;n is signi cantly greater than that along 1+ 9 1)

link hv; si, however, the above analysis can be easily extended . ’ 200N (i .
to and still hold for cases where ETX is a function of packé’,\il’hereN is the number of non-sink nodes in the network and
length. . M. _

We have also proved th&, is NP-hard when the routing LetOPT() andOPT(; ) be the optima of a MAX-3SAT

structure is a linear chain. For conciseness, we relegate B{oblem; and the correspondingo problem; 0= 1() .
detailed discussion to the appendix. Then the polynomial-time reductioh from MAX-3SAT to

m Po satisfy the following properties:
Having proved the strong NP-hardnessRgfwhenK | 3, OPT()=1 =) OPT( 9= Cy

we analyze the hardness of approximation®grusing a gap- OpPT() <1 =) OPT( 9>Cy(1+ ﬁ(li 1)
preserving reduction from MAX-3SAT td®, [21], and we 9

have From [21], we know that there exists a polynomial-time
Theorem 2:WhenK | 3, there exist$ , 1suchthatitis reductionf; from SAT to MAX-3SAT such that, for some
NP-hard to achieve an approximation ratiob# 7=(1i  xed 2> 1, reductionf; satis es

1) for problemPy, whereN is the number of information | 2 SAT =) MAX-3SAT(f1(1)) = 1

elements inPg. _ 1
Proof: We rst show that the reduction presented in | 2SAT =)  MAX3SAT(fa(1)) < =

Figure 4 is a gap-preserving reduction [21] from MAX-3SATThen, (9) and (10) imply the following:

to problemPy. It is easy to verify that the proof of Theorem1 | 5 gaT =) OPT(f(f1(1)) = Cu

holds if the discussion of the proof is bqged on 3SAT instédad q 2 gAT =) OPT((f1(1)) > Cu(l+ ~i-(1i 1))

the general SAT problem, in which case!_; k; = 3m and 200N 17

we denote the reduction &s Therefore, if a 3SAT probleth  Therefore, it is NP-hard to achieve an approximation rafio o
is satis able, the minimum cost of they problem! °= f () 1+ ﬁ(l i 1) for problemPy.

(10)

IS [
Cui = o+ m p Based on the de nition of polynomial time approximation
= (4@ +1+ L (k +1)(D+1)+ scheme (PTAS) and Theorem 2, we then have
2n(D+1)+2n+1)+ m Corollary 1: There is no polynomial time approximation
= m@3D +10)+ n(3D +6)+1 scheme (PTAS) for problefRy whenK | 3.
(5) Based on the ndings foPy, we have
Sincen < 4m, (5) implies that Theorem 3:When K | 3, problemsP;, P,, and P are
Cu < m(3D +10)+ n(3D +10) strong NP-h_ard whether or not the routirjg structure is adree
< 5m(3D +10) (6) alinear chain, and there is no polynomial-time approxiorati

scheme (PTAS) for solving them.

Proof: To prove the hardness results @y, let's consider
a special casé ; of P; where 1) every node is generating
information elements using the same permdand the same

Note that the proof of Theorem 1 holds B = n +
jn:1 (2kj +3) = 6 m+ n, which is the number of information
elements generated by the descendants of modehus, (6)

implies that spare timesy for information elements, 2y is signi cantly
Ci1 < 5m(3(6m + n)+10) larger thansy, and 3)po is signi cantly larger than the latest
= 5m(18m+3n+10) time ro when a node generates its rst information element
< 5m(18m+ 3 £ 4m + 10) ) such that the following holds: in the optimal packing scheme
= 5m(30m + 10) for| 1, no two elements from the same node can be aggregated
< 5m(30m +10m) into the same packet, and theh information element from

200m? one node cannot be packed with jh#h element from another



node unless = j. It is easy to see that the special casg is the same as what we present through Figure 4 except for
does exist by properly choosing the paramefgssy, and the following changes:
ro. Therefore, solving ; becomes the same as solving an - Dene a nodep between nodev and nodes, and

instance] o of P where the information elements consist of  m children ps;:::;pm of nodep. Additionally, de ne

the rst element from every node df;. Therefore,P; is at ETXyp = ETXps = ETXpp =1, andtyp = ta;tps =

least as hard aBy. SincePy is strong NP-hardP; is strong ts, andtp, p = te.

NP-hard, and the there is no PTAS for the problem. : Dene m information elementsg;'s generated by nodes
SinceP; is a special case dP,, andP, is a special case P iPm: G [P APl =[Bi+1)(n+1)+ n+0:1+t; +

of P, bothP, andP are strong NP-hard too, and there is no  t,+ t3j te (3|+1)( N+1)+ n+0:1+ty+ to+ t3+ t5], and

PTAS for them. for node p, de ne an information elemegtwith lifetime

| [BM+1)?(n+1)+ i;5(m+1)%3(n+1)+ i+ ts].

Theorems 1 and 3 show that the joint optimization problems: For all parameters de ned during the transformation in
are strong NP-hard and there is no PTAS, whether or not the Figure 4, replacés by t3 + ts.

routing structure is a tree or a linear chain and whether gherefore, the time complexity of the new transformation is

not the information elements are of equal length. In comtrastill O(nm), and the new reduction is shown in Figure 6.
Becchettiet al: [11] showed that, for total aggregation, the

joint optimization problems are solvable in polynomial &m
via dynamic programming on chain networks. Therefore,
we see that aggregation constraints make the difference c
whether a problem is tractable for certain networks, and thu
it is important to consider them in the joint optimization.
Incidentally, we note that Theorem 3 also answers the ope
guestion on the complexity of Problem (P4) of batch-proces:
scheduling in interval graphs [18].

B. Complexity whelk =2

We showed in Section IV-A that the problefsi = 0;1; 2,
andP are all strong NP-hard and there is no PTAS for these
problems wherK | 3. We prove in this section that, when
K =2, the complexity of these problems depends on whethe
information elements in a packet can be separated and r¢
packed with other elements (which we cadl-aggregation
hereafter) on their way to the sink. When re-aggregation is
disallowed, these problems are solvable in polynomial time
otherwise they are strong NP-hard. Note that, wKken 3, Fig. 6. Reduction from SAT & whenK =2
these problems are all strong NP-hard even if re-aggreyatio
is disallowed, which can be seen from the proof of Theo- Then, the following claims hold foy ©
rem 1. Note also that, even though re-aggregation may We||C|a|m 5: If nodesV§;:::;VvE, and nodespy;:::;pm are
be allowed in most sensornet systems when the in-netwggkored, the minj um number of transmissions ifis C% =
processing (INP) method is packet packing, re- aggregatmnn 2k +1)+ = 1[(k +1)(D+2)]+2 n(D+2)+2 n+3.
may not be possible or allowed when INP is data fusion Cla|m 6: If nodesvS;:::; VS, and nodegs;:::;pm are ig-

such as lossy data compression [22]. Via the study on thered, in the optimal packing scheme,ocf0 every information
impact of re-aggregation, therefore, we hope to shed light elementq generated by a leaf node of nodgj =1;:::; n,
the structure of the joint optimization problems when gaheris forwarded to the source's parent at timg and then leaves

INP methods are considered. the parent to next hop either at timg + t;, or at time
In what follows, we rst analyze the case when red, (t,+ t3+ ts).
aggregation is allowed, then we analyze the case when recClaim 7: If nodesV§;:::;vS,, and nodesps;:::;pm are
aggregation is disallowed. ignored, in the optimal packing scheme !0f? for eachj =
1) When re-aggregation is allowedJse a method similar 1;:::;n, all the information eIemenlx‘ leave nodey; for v
to that of Theorem1, we prove elther at timer! + t1, or at timed! (tz + t3 + ts).

Theorem 4:WhenK = 2 and re-aggregation is allowed,These claims can be proved in the same way as how Claims 1,
problemPy is strong NP-hard, and this result holds whethet, and 3 are proved respectively, and we skip the details here

or not the routing structure is a tree or a linear chain. Then, we have
Proof: Given an instanceé of SAT problem withn Claim 8: The minimal number of transmissions required in
Boolean variableX 1;:::; X, andm clause<Cs;:::;Cn, we | % denoted byC%, is C% + 4m if and only if the SAT

derive a polynomial time transformation fromto an instance problem' is satis able.
I 0of problemPy with K = 2 as follows. The transformation (We relegate the proof to the appendix.)



Then, Claim 8 and the fact that the reduction shown ifilgorithm 1 Algorithm for solvingP whenK =2 and re-
Figure 6 is polynomial imply thal, is strong NP-hard when aggregation is prohibited

K =2. 1:

Generate an interval grap® (V, ; E,) for problemP as

Note that the above proof did not consider the impact of follows:

packet length on link reliability and thus ETX. As long as we
construct the reduction so that the ETX along litigs vi;j =

hp; si, however, the above analysis can be easily extended to
and still hold for cases where ETX is a function of packet
length.

Note also that the above proof can be extended to the case
when all the information elements are generated at the same
time, as well as the case when the routing structure is arlinea
chain (with information elements having different genrenat
time).

[ |

Then, we prove the hardness of approximation using a gap-
preserving reduction from MAX-3SAT, and we have

Theorem 5:When K = 2 and re-aggregation is allowed,
there exists2 , 1 such that it is NP-hard to achieve an
approximation ratio ofL + =—(1j %) for problemP,, where
N is the number of information elements Ry.

Proof: The proof is similar to that of Theorem 2. We .
relegate the details to the appendix. |

Based on the de nition of polynomial time approximation .
scheme (PTAS) and Theorem 5, we then have

Corollary 2: There is no polynomial time approximation
scheme (PTAS) for problenP; when K = 2 and re-
aggregation is allowed.

= Select an arbitrary information elemeqtgenerated
by nodevy at timerq and with spare time,, de ne
an interval[rq;rq + Sg] for g on the real line.

= For each remaining information elemgnigenerated
by nodev, at timer, and with spare timesy, let
node vpq be the common ancestor of, and vq
that is the farthest away frolR among all com-
mon ancestors of, andvg, then de ne an interval
[rq i thqu + thqu;rq i thqu + thqu + Sq] for
information elemenp.

= Let V| = ;. Then, for each information elemest
de ne a vertexs and add it toV, .
= Let E; = ;. If the two intervals that represent

any two information elements and h overlap with
each other, de ne an edg@s; h) and add it toE; ;
then assign edgéu; h) with a weightcom(u; h) =
ETXVuh R(Iu)+ ETXVuh R(Ih)i ETxvuh R(Iu + |h)i
wherel, andl, are the length ofi andh respectively.
Solve the maximum weighted matching problem €&r
using Edmonds' Algorithm [23].
For each edgdu; h) in the matching, information ele-
mentsu and h are packed together at nodg, . For all
other vertices not in the matching, their corresponding
information elements are sent to the sink alone without
being packed with any other information element.

Based on the relations amomy, P;, P2, andP, we have
Theorem 6:When K = 2 and re-aggregation is allowed,
problemsP;, Py, and P are strong NP-hard whether or not

the routing structure is a tree or a linear chain, and there9§2 linear chain, and whether or not the information element

no polynomial-time approximation scheme (PTAS) for sojvin@'€

them.

of equal length.
Proof: It is easy to see that if information elemenis

Proof: The proof is similar to that of Theorem 3. m andh are packed together, the total number of transmissions
Theorems 4 and 6 show that, whét = 2 and re- taken to deliveru andh is ETXy,r(lu) + ET Xy, r(In) i
aggregation is allowed, the joint optimization problems aET Xvi R(lu) i ETXy, r(ln) + ET Xy, r(lu + In) =
strong NP-hard whether or not the routing structure is adree ET Xvir (lu)+ ETXv,r(In)i com(u;h). LetVi be the set of
a linear chain, and whether or not the information elemergts &€rtices in the interval grap®, , M be a matching irG, , V1
of the same length. That is, the complexity of these probleri§ the set of nodes ik , andV, = Vi =Vi. Then the weight
whenK = 2 and re-aggregation is allowed is very muctpf M, denoted byWy , is as follows:

similar to the case wheK , 3.

2) When re-aggregation is prohibitedhenK = 2 and re-
aggregation is prohibited, we can solve problBnand thus
its special version®y, P, and P,) in polynomial time by
transforming it into a maximum weighted matching problem
in an interval graph. An interval grapB, is a graph de ned
on a set of intervals on the real line such that ) has one
and only one vertex for each interval in the set, and 2) there
is an edge between two vertices if the corresponding interva
intersect with each other. Given an instance of probRerme
solve it using Algorithm 1 as follows:

For Algorithm 1, we have

Theorem 7:WhenK =2 and re-aggregation is prohibited,
Algorithm 1 solves problenP in O(n®) time, wheren is
the number of information elements considered in the prob-
lem.This holds whether or not the routing structure is a tree

Wn = E (wnyzm com(u; h)
= (wh)2M [ETXy,rUu)+ ETXy, r(In)
i (ETXy,r(lu)+ ETXy,r(In)
i com(u; h))]
=" prnyzm (ET Xy r(lu) + ET Xy, (In))
i (wh)2M [ETXy,r(lu) + ETXy,r(In)
pcom(u; h)] p
= @uETXw()+ oy, ETX (L)
if (wh)2M [ETXy,r(lu) + ETXy,r(In)
i gom(u; h)]
5 oy, ETXwR(L)g
= v ETXwr (1)
it wnyzm [EF Xvr(lu) + ET Xy r(In)
i com(u;h)]+ 5y, ETXr(IV)D

(12)



Ejote that P V2V, ETX.r(ly) is a xed value, and the amortized cost of transmission fromcan be reduced.
P (1h)2M [ETXy,r(Iy) + ETXy,r(ln) i com(u;h)] + Therefore, we can de ne thetility of transmitting or holding
vav, ETXyr(lv) is the total number of transmissions, depkt as the expected reduction in amortized data transmission
noted byET X o1a , incurred in the packing scheme generatecbst as a result of the corresponding action, and then the
by Algorithm 1. ThereforeET X tota IS Minimized if and only decision on whether to transmit or to hopkt depends on
if Wy is maximized, which means that solving the maximurnthe utilities of the two actions. For simplicity and for low
weighted matching problem can give us an optimal solutiarontrol overhead, we only consider the immediate parent
to the original packet packing problem. of nodej when computing the utility of transmittingkt.
Let n denote the total number of information elements iMVe will show the goodness of this local approach through
this problem. The whole algorithm consists of three parke T competitive analysis later in this section and throughbiedt
rst one is to de ne an interval graph and assign weights tbased measurement in Section VI.
each node and edge in the graph, whose time complexity idn what follows, we rst derive the utilities of holding and
O(n?). The second part is to solve the maximum weighteidansmitting a packet, then we present a scheduling rufe tha
matching problem, whose time complexity @n®) by Ed- improves the overall utility.
monds' Algorithm [23]. And the third part is to convert the-op
timal matching problem to the optimal packing scheme, WhOie
time complexity isO(n). Therefore, the time complexity of "~
the whole algorithm i€D(n?) + O(n®) + O(n) = O(n3).

Utility calculation

For convenience, we de ne the following notations:

[ |
By the de nition of the weightcom(u;h) for elements

u and h in Algorithm 1, the solution generated by the
maximum weighted matching tends to greedily pack elements
as soon as possible after they are generated. This observati
motivates us to design a local, greedy online algoritRack
in Section V for the general joint optimization problemsdan The utilities of holding and transmitting a packgkt at a
the effectiveness of this approach will be demonstratezliin nodev; depend on the following parameters related to traf ¢
competitive analysis and testbed-based measurement studpattern:
Sections V and VI. Note that, incidentally, Theorem 7 also - With respect tov; itself and its children:
answers the open question on the complexity of scheduling

maximum payload length per packet;
expected number of transmissions taken to
transport a packet of lengthfrom node

j to its ancestop;

Pj . the parent of node; in the routing tree.

L
ETXp(l)

batch-processes with release times in interval graphs [18] r expected rate in receiving another pachlet®
from a child or locally from an upper layer;
s : expected payload size pkt®

V. A UTILITY-BASED ONLINE ALGORITHM

We see from Section IV that problefhand its special cases @ With respect to the parent of :

in sensornets are strong NP-hard in most system settings, an

there is no polynomial-time approximation scheme (PTAS)

for these problems. Instead of trying to nd global optimal

solution, therefore, we focus on designing a distributed, a

proximation algorithmtPack that optimizes the local utility

of packet packing at each node. Given that packet arrivalThe utilities of holding and transmitting a packekt

processes are usually unknown a priori, we consider th@enlialso depend on the following constraints posed by timetines

version of the optimization problem. requirement for data delivery as well as limited packet:size
Based on the de nition oP, its optimization objective is - Grace period? for deliveringpkt: the maximum allow-

to minimize able latency in deliveringgkt minus the maximum time

AC = pTxi“et (13) taken to transpompkt fromv; to the sink without being
x2x lx held at any intermediate node along the route.

where T Xt is the total number of transmissions taken to  If tf - 0, pkt should be transmitted immediately to
deliver each information element 2 X to the sink before minimize the extra delivery latency.

its deadline. For convenience, we cAIC the amortized cost ~ * Spare packet spacs of pkt: the maximum allowable
of delivering ,, Ix amount of data. In what follows, we ~ Payload length per packet minus the current payload

design an online algorithm tPack based on this concept of length ofpkt. _ _
amortized cost of data transmission. Parameters? and the size of the packets coming next

expected rate for the parent to transmit another
packetpkt®that does not contain information
elements generated or forwarded gyitself;

s, : expected payload size @kt®

When nodej has a packepkt in its data buffer,j can
decide to transmipkt immediately or to hold it. If transmits
pkt immediately, information elements carriedpkt may be

from an upper layer at or fromy; 's children determine
how muchpkt will be packed and thus the potential utility
of locally holding pkt.

packed with packets ats ancestors to reduce the amortized In the design and analysis of this section, we assume that
cost of data transmissions from those nodeg; olds pkt, packet arrival process (i.er,, rp), packet payload size and
more information elements may be packed wglkt so that spare space (i.es|, Sp, S?), and grace period (i.et{) are



independent of one another. Then, the utilities of holdind a
transmitting a packet are calculated as follows.

Utility of holding a packet. =~ When a nodev; holds a

packetpkt, pkt can be packed with incoming packets from

v;'s children or from an upper layer &t. Therefore, the utility

of holdingpkt atv; is the expected reduction in the amortized

cost of transmittingpkt after packingokt. The utility depends
on (a) the expected number of packets tiatwill receive
within t?
layer), and (b) the expected payload sizeof these packets.
Given that the expected packet arrival rate,isthe expected
number of packets to be receivedvatwithin t¢ time istfr,.

Thus, the expected overall sigd of the payload to be received

within t? time is

Given the spare space? in the packetpkt, the expected
size S; of the payload that can be packed it can be

approximated as
0
s| sPg

¥
S =minfS?sfg= mlnf

Therefore, the expected amortized cA§, of transporting

time (either from a child or locally from an upper

10

Then, the overall utility? can be approximated &s

f f

7 ETX pj r (Sp) i $ETX pjr(L)

t0

N

ETX pjr(sp) |
Sp

= If not every packet ierkt gets packed to fullwith
payload frompkt e, torp(Li sp)>L i sP:

0
UP

fL
ETX p,R(L)
L

(15)

if mod(L ;j sf ,L i sp) > O, there is also a packet that
gets partially packed with mg¢d i s?;L i sp) length of
payload frompkt. Thus the total number of packets that
bene t from the packet transm|SS|ond§'—fe Denoting
mod(L j sf ;L i Sp) by Imea and Iettlnglmod be 1 if
Imod > 0 and O otherwise, then the overall utility’°can
be approxmated s

d—m

L. 5 eETX pj R

L sO

f
dL, Sp

L cETX Pj R(L)+ Imod ETX pj R (Sp+Imod )

L,sU
dL T esp+Lj sf

R (Sp)
|

0 —
U, =

esp

Li
b

L.s

(16)
Therefore, the utilityd, of immediately transmittingpkt to

the packet to the sinR after the anticipated packing can bd ¢an be computed as

approximated &s

1

S?+S|

AC|:Li

ETXjR (L i S? + S|)
where(L j s?) is the payload length ofkt before packing.
Since the amort|zed co#C of transportingpkt without
the anticipated packing is
1
AC? = TS?ETXJ'R (LisP)

the utility U, of holding pkt is

U AC?i AC (14)

Utility of immediately transmitting a packet. If nodev;
transmits the packepkt immediately to its parenp;, the

utility comes from the expected reduction in the amortized

cost of packet transmissions gt as a result of receiving the
payload carried bykt. Whenv; transmitspkt to p;, the grace
period of pkt at p; is still t¢, thus the expected number
packets that do not contain information elements frignand
can be packed witpkt atp; istr,, and we us®y; to denote
this set of packets. Given the limited payload thkt carries,
it may happen that not every packetfy gets packed (to
full) via the payload frompkt. Accordingly, the utilityU, of
immediately transmittingpkt is calculated as follows:

2 If every packet irPy gets packed to fulith payload
from pkt, i.e., tdrp(L i sp) - L sP:

2We use this approximation because it is usually dif cult &timate and
store the complete distributions of random variables irouese-constrained
sensor nodes.

of

1
Ug if t2rp(L i sp) -
U° otherwise

where UJ and Ug° are de ned in Equations (15) and (16)
respectively.

. 0
L|Sf

Up = (17)

B. Scheduling rule

Given a packet to be scheduled for transmission, if the
probability that the packet is immediately transmittedPis
(O P - 1), then the expected utilit; (P;) is

Ut (Py) Pef Up+(1i P
U+ P(Upi U)

whereU, andU, are the utilities of immediately transmitting
and locally holding the packet respectively. To maximixe
P; should be set accolrding to the following rule:
2
1 ifUy>U
0 otherwise

(18)

Ptz

That is, the packet should be immediately transmitted if
the utility of immediate transmission is greater than thiat o
locally holding the packet. For convenience, we call thisalp
distributed decision rulé¢Pack (for time-sensitive packing
Interested readers can nd the discussion on how to implémen
tPack in TinyOS in [24].

Competitive analysis. To understand the performance of
tPack as compared with an optimal online algorithm, we
analyze the competitive ratio of tPack. Since it is dif cult
to analyze the competitive ratio of non-oblivious online al
gorithms for arbitrary network and traf ¢ pattern in the foi
optimization and tPack is a non-oblivious algorithm, weyonl
study the competitive ratio of tPack for complete binary
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trees where all the leaf nodes generate information elesnefhus

according to a common data generation process, and we do 1°<
not consider the impact of packet length on link ETX. We

denote these special cases of probReras problemP?. The wherea = gi L
theoretical analysis here is to get an intuitive understaend p e to the C(V)ir?straint imposed by application's requirement
of the performance of tPack; we experimentally analyze thg, ihe timeliness of data delivery, we know that the length
behaviors of tPack with different networks, traf ¢ patterand ot e packet, denoted hly,, that contains the information

application requirements through testbed-based measatenyements okt in OPT is no more thaty + I°. Then from
in Section VI. We relegate the study on the competitive rat'@l), we know that

of tPack as well as the lower bound on the competitive ratio

a
2 i alpkt (21)

of non-oblivious online algorithms for the general probl®m lopt - lpkt + 1< _2 Ikt = ZET?(VJ- R |kt
as a part of our future work. (Note that the best results so 2i a 2ETXyri ETXpR

far on the lower bound of the competitive ratio of joint INP-That is,

and latency- optimization also only considered the casesavh lopt _ 2ETXy R (22)
only leaf nodes generate information elements [12], andethe [ pket 2ETXyri ETXpr

results are for obl|v_|ou_s algor!thms and for cases where NOEy, 4 nodev;
aggregation constraint is considered [12].)

Then, we have

Theorem 8:For problem P° tPack is minfK;

that is not a leaf node, the same analysis
applies. Given a packekt® of lengthlp o that is transmitted
by vi when the latency requirement could have allowed
packing anothet®®amount of data wittpkt®, we have

ETX v r .. .
MaXy, 2Vs 1 2575 ¢ BT% P g-competitive, where K is 20
the maximum number of information elements that can be 190« 5lpkt 0 (23)
. . . 2 a
packed into a single packet. ; is the set of nodes that are
at least two hops away from the sifk where a° = EK S': . Moreover, the length of the packet,

Proof: For convenience, we denote the optimal packingenoted bylqpto, that contains the information elements of
scheme a®P T. By de nition, tPack is at least K-competitive pkt® in OPT is no more tharpo + 1% this is due to the
since, considering the packets transmitted by a given nofdélowing reasons:

v; in the routing tree, the length of the packet containing an. |f g packetpktmax containslpo + 19 amount of data
information elemenk in OPT is no more thaiK times the payload without constrained by packet size limit, then
length of the packet containing in tPack. the spare time opktmax is O.

To get a tighter performance bound for tPack, we rst . Consider a packgtkt®transmitted by in OPT whose
analyze the packet length for the packets transmitted bgpfale  |ength islopto. If Vi holds pkt®until its spare time is 0
nodev; . Suppose tha; transmits a packepkt with length — (instead of transmittingkt®y in OPT, the resulting length
loke When the latency requirement could have allowed packing  of the new packepkt%is no more tharo + 19 This

utility of holding pkt is compared with OPT, anpktreachew; earlier tharpkt
ETXyr ETXyr |0 does.
U = P = ETXyR 9 (19) = Therefore]opo is no more than the length pkt32 which

lpkt (Ipke + 1 .
PP is no more tharp o+ 19 Thus,lgpro + Tpkeo + 19°

By de nition, the utility of immediately transmittingpkt is Therefore, we have
no more than the transmission utility that would be generate | SETX
if the information elements gfkt are all packed into another opt? o viR
packetpkt® at p;, the parent ofvj, that was transmitted to lto 2ETXvri ETXpRr
p; from its the child other thary;. Given that the routing From (22) and (r24)’ we know that tPack is at least
tree is a complete binary tree and that the leaf nodes gene@{max,, 2ETX iR - )-competitive.  Therefore,
information elements according to a common data generation = 2ETX v r
process, the lengths of packets that are transmitted aiokg | (Pack isminfK; maxy, 2v. ; zerx VR ETX .
at the same tree level are expected to be the same. Thus wefeafproblem PO,

(24)

2V>1 2ETX [ri ETX o,

—g-competitive

assume that the payload lengthpift® is alsol . . Therefore, _ =
the utility of immediately forwardingpkt at v; satisfy the  From Theorem 8, we see that tPack is 2-competitive if every
following inequality link in the network is of equal ETX value.
ETX, ETXp ETXp
Up - PR PR - bR (20) C. Implementation

i =
|pkt |pkt + |pkt 2|pkt . . . .
From the discussion in Section V-A, a nodg needs to

By the design of tPack, we know thek < Up. From (19) qpiain the following parameters when calculating the tigti
and (20), thus we have of holding and transmitting a packet:
1° < ETXp r 2 On routing treeET Xjr (1), pj, andET X, v (1);
Lokt (Ipke + 19) 2kt 2 On traf ¢ pattern:ry, s, rp, sp, andK..

ETXy,r
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Parameters related to routing tree can be provided by the
routing component in a given system platform. Given a link
h;pi, ETXj, () as a function of packet length can be
estimated usind=T X jp (1), the ETX value of transmitting a
packet of one unit length, as follows:

1
ETXjp (1)

Accordingly, the routing component only needs to estimafdd- 7. NetEyewireless sensor network testoed
ETXp (1) instead of the ETX values for packets of arbitrary
length.

For parameters related to traf ¢ pattem, can estimate by experimentation. Each of these TelosB motes is equippéd wit
itself the parametens ands;, andK is readily available and a 3dB signal attenuator and a 2.45GHz monopole antenna.
xed for each specic platform. To enable each node to  |n our measurement study, we set the radio transmission
obtain parameters, andsp, every nodei in the network power to be -25dBm (i.e., power level 3 in TinyOS) such that
estimates the expected rate to transmit two consecutive multihop networks can be created. We also use channel 26 of
packets at itself and the expected siz& of these packets. the CC2420 radio to avoid external interference from sairce
Then, every node shares with its neighbors the parameters such as the campus WLANs. We use the TinyOS collection-
ands; by piggybacking these information onto data packetgee-protocol (CTP) [26] as the routing protocol to form the
or other control packets in the network. When a nagle routing structure, and we use the lowa's Timesync protocol
overhears parametep, and sp, from its parentp;, vj can [27] for network wide time synchronization.

approximater, ands, with r ri =— ands, respectivel
bp P P P Tis, p fOSP Y- Protocols studied. To understand the impact of packet pack-

The de_rlvat!on is as follows. ) ) ) ing and its joint optimization with data delivery timelirggsve
Approximation ofr, and sp:  Since information elements comparatively study the following protocdls:

generated or forwarded by the children of nggleare treated Pack inf . | deli d without bei

in the same manner (without considering where they are’ MO I?Cd n o;matloneiments are delivered without being

from), the expected size of the packet being transmitteg; by packed in t © netwo_r ' .
simplePack information elements are packed if they

does not depend on whether the packet contains information h be buffered in th but th .
elements generated or forwarded Yy Thus,v; can simply appen t.o € buttered In t € same queue, ut there Is
not packing-oriented scheduling.

regardsy, assp, the expected size of the packet transmitted ) . .
by p; that does not contain information elements coming from * SL thespre_ad Iatency_algonthnj proposed n [11], where
the spare time of an information element is evenly spent

Vj. . . .

Now we deriver, as follows. Since the amount of payload a_tdea.\ch hop _from t:;[\;s iourcz.ttlo the sink Wt'thOllJ(t C%n'
transmitted byp; per unit time isrp, sp, and the amount of S! ferlng speci CSEe ork con ||gns.(r(]a.g., r|1e workewide
payload transmitted by; is r;s; per unit time, the amount f[ra ¢ pattgrn). was propose W't. tota agg_regauon
of payloadl, that are transmitted bg; but are not fromy, in m|nd_W|th0ut con3|d_er|ng aggregation constraints such

as maximum packet size.

per unit time is calculated a$; = rp sy i rjSj. Thus, the i . .
expected rate, thatp; transmits paékeits that do not contain ;?]Ce: ;h:grtrilmgnoglgzﬁﬁg:”n:‘aﬂgéogg;egn'{]i[sli]r’”Wher?l
|nformat|0n elements fromy; is calculated asip = Ip=5y = P o y party
spent at the node where it is generated. Same as SL, CC
was proposed with total aggregation in mind.

> tPack the packing- and timeliness-oriented scheduling
VI. PERFORMANCE EVALUATION algorithm that maximizes the local utility at each node,
as we discussed in Section V. (We have also evaluated
another version of tPack, denoted tBack-2hop where
the forwarding utilityU, considers both the parent node
and the parent's parent; we nd that tPack-2hop does not
bring signi cant improvement over tPack while introduc-
ing higher overhead and complexity, thus our discussion
here only focuses on tPack.)

A. Methodology We have implemented, in TinyOS [28], a system library which
Testbed. We use théNetEyewireless sensor network testbedncludes all the above protocols. The implementation tales
at Wayne State University [25]. NetEye is deployed in abytes of RAM (plus the memory required for regular packet
indoor of ce as shown in Figure 7. We usel@£ 13 grid of buffers) and 4,814 bytes of ROM.
TelosB motes in NetEye, where every two closest nelghbornﬁ%

rformance metrics.
motes are separated by 2 feet. Out of the 130 motes in NetEye,
W? randomly SeleCF .120 motes (with each mote being SeleCteﬁkNe use the terms protocols, algorithms, and decision rateschangeably
with equal probability) to form a random network for outin this paper.

ETXjp (1) =1 )' = ETXjp (1)

er i Tig— sp '

To characterize the impact of packet packing and its joint
optimization with data delivery timeliness, we experinadiyt
evaluate the performance of tPack in this section. We rst
present the experimentation methodology and then the mea-
surement results.

For each protocol we study, we
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noPack
simplePack
SL

evaluate their behavior based on the following metrics: =
[

= Packing ratio number of information elements carried in
a packet;

= Delivery reliability. percentage of information elements
correctly received by the sink;

= Delivery cost number of transmissions required for de-
livering an information element from its source to the

sl Al il
> Deadline catching ratioout of all the information ele- 0 - - -

ments received by the sink, the percentage of them that Maximum allowable latency
are received before their deadlines;

= Latency jitter variability of the time taken to deliver in-
formation elements from the same source node, measured

Cicc
[JtPack il

o

Mean packing ratio
B

N

Fig. 8. Packing ratioD 3

by the coef cient-of-variation (COV) [29] of information o
delivery latency. z B
8 1 [tPack

Traf ¢ pattern. To experiment with different sensornet 200
scenarios, we use both periodic data collection traf ¢ avehé Loz
detection traf c trace as follows: 208
= D 3: each source node periodically generates 50 informa- Egﬁi
tion elements with an inter-element interval, denoted by o2
0

¢+, uniformly distributed between 500ms and 3s; this is 0 = s
to represent high traf c load scenarios. Maximum allowable latency
2 D6: same ad 3 except tha@ ' is uniformly distrib_uted Fig. 9. Delivery reliability: D3
between 500ms and 6s; this is to represent relatively low
traf ¢ load scenarios.
= D9: same ad 3 except thatt , is uniformly distributed BllnoPack

between 500ms and 9s. * éi”'m
: Ejws : an event traf c where a source node generates z [JtPack
one packet based on the Lites [30] sensornet event traf ¢ §20
trace. g
To understand the impact of the timeliness requirement &f da 8,
delivery, we experiment with different latency requirergen
For periodic traf ¢, we consider maximum allowable latency , ﬂmﬁ Hmm ﬂmﬁ
in delivering information elements that is 1, 3, and 5 times Y Maximum allowable latency

the average element generation period, and we denote them

by L1, L3, andL5 respectively; for event traf ¢, we considerFig. 10. Delivery costD 3

maximum allowable latency that is 2s, 4s, or 6s, and we denote

them byL 2° L 4% andL 6° respectively. Out of the 120 motes ) ) ) o ) )
selected for experimentation, we let the mote closest tolRf Packing ratio, delivery reliability, delivery cost, at#ine
corner of NetEye be the sink node, and the other mote serf&ching ratio, and the latency jitter. o

as a trafc source if its node ID is even. For convenience, 1) Periodic data trafc: For the periodic trafc pattern
we regard a speci ¢ combination of source traf c model an® 3, Figures 8-12 show the packing ratio, delivery reliabjlity

latency requirement &af ¢ pattern. Thus we have 8 trafc delivery cost, deadline catching ratio, and latency jitter
patterns in total. To gain statistical insight, we repeacthead'ﬁerent protocols. tPack tends to enable higher degree of

traf ¢ pattern 20 times. Note that, in each trafc patterri], a Packet packing (i.e., larger packing ratio) than other gools

the information elements have the same maximum allowalfi&cePt the CC protocol. The increased packingtiack
latency. In our implementation, each information elemant feduces channel contention and thus reduces the propabilit

16-byte long, and the TelosB motes allow for aggregating (3§ Packet transmission collision, which improves datawizly
to 7 information elements into a single packet (ite.= 7). reliability. The reduced probability of transmission ¢sithn
and the increased number of information elements carried

per packet intPack in turn reduces delivery cost, since
B. Measurement results there are fewer number of packet retransmissions as well as

In what follows, we rst present the measurement resulféwer number of packets generated. Note that the low dgliver
for periodic traf ¢ patternsD 3, D6, andD 9, then we discuss reliability in simplePack is due to intense channel coritent

the case of event trafc patterEjes . In most gures of R _ i "
The distributions for delivery reliability and latencyt@t are not sym-

i i i i 0f - - 8 o !
this section, we present the means/medians and their gﬁé?rlc, thus we use medians instead of means to summarizeptoperties

con dence intervals for the corresponding metrics such .
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[tPack
cc

tPack

| alll il

Maximum allowable latency

[ EN 6 noPack
[Ecc [simplePack =
5|(EsL [
[
[

S

Mean packing ratio
N w

Median deadline catching ratio

0.8
0.6
0.4
0.2
0 L1 3

L:
Maximum allowable latency

Fig. 11. Deadline catching rati® 3 Fig. 14. Packing ratioD 6

and the longer routes in SL lead to larger delivery cost in
SL as compared with tPack. Similar arguments apply to the

1.8
_ 1.6
g;“ case when comparing tPack with CC. From these data on the
gt bene ts of tPack in comparison with SL and CC, we can see
L1 L3 H

the importance of adapting to network conditions and data
aggregation constraints in in-network processing. Not th
similar arguments also explain the phenomenon where SL
has higher packing ratio than simplePack but lower delivery
reliability and higher delivery cost under all latency segs

of D3 traf c.

Fig. 12. Latency jitterD 3 Figure 9 also shows that tPack improves data delivery
reliability even when the allowable latency in data delwver
small (e..g, in the case df1) where the inherent probability

i h e for packets to be packed tends to be small. Therefore, tPack

40 _ 5 can be used for real-time applications where high data eisliv
¢35 [ftPack reliability is desirable. Figure 8 shows that the packintipran
1 2

Maximum allowable latency

50,

?30 tPack is close to 4 except for the casd.dfwhere 1) too much
;;Z packing is undesirable as discussed earlier and 2) the qgcki
S5 probability is signi cantly reduced by the limited probdibyi
for a node to wait due to stringent timeliness requirement. O
H IM N I of ine analysis shows that the optimal packing ratio»® for
i 8 the traf ¢ patternsD 3-L 3 and D 3-L 5; thus tPack achieves a
packing ratio very close to the optimal, which corroborates
Fig. 13. Histogram of routing hop counb 3 with maximum allowable OUr analytical result in Theorem 8.
latencyL 1 Figure 11 shows the deadline catching ratio in deadline-
aware data aggregation schemes tPack, SL, and CC. Though
the deadline catching ratio of all the three protocols anseto
Exceptions to the above general observation happen in thethe catching ratio of tPack is the highest and is greater th
case of maximum allowable latentdyl or when comparing 0.99 in all cases. The slightly higher deadline catchinriat
tPack with CC. In the rst case, the packing ratio in tPack itPack is a result of its online adaptation of packet holdinggt
lower than that in SL, but tPack still achieves much highet each hop according to in-situ channel and traf ¢ condiio
delivery reliability (i.e., by more than 40%) and much lowealong the path. As a result of the properly controlled packet
delivery cost (i.e., by a factor of more than 3). This is bessaupacking, the reduced channel contention and improved packe
the packing ratio in SL is too high such that, in the presencelivery reliability in tPack also help enable lower perfance
of high wireless channel contention due to the high traf wariability. For instance, Figure 12 shows the latencijitn
load of D 3 and the stringent real-time requirementld, the different protocols, and we see that the jitter tends to lge th
resulting long packet length leads to higher packet errte rdowest in tPack, especially when the real-time requirenient
and lower packet delivery reliability (as shown in Figure 9)stringent (e.g., ir. 1 andL 3). These properties are desirable in
The routing protocol CTP adapts to the higher packet erreyber-physical-system (CPS) sensornets where real-&ms-s
rate in SL, and this leads to longer routes and larger routiiigg and control require predictable data delivery perfaroea
hops in SL. This can be seen from Figure 13 which shows tkeg., in terms of low latency jitter), especially in the geace
histogram of routing hop counts in different protocols. Thef potentially unpredictable, transient perturbations.
maximum hop count in tPack is 4, whereas the hop countFigures 14-18 and Figures 19-23 show the measurement
can be up to 9 in SL. Together, the higher packet error ratesults for periodic traf ¢ pattern® 6 andD 9 respectively. We

o

=)

5
Hop Count
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) ) Fig. 26. Per-element delivery cost :vgeographic distanceD 6 with
see that, in terms of relative protocol performance, theail/e maximum allowable latency 1

trends inD6 andD 9 are similar to those D 3. For instance,
with stringent real-time requirement ih1, SL achieves a

lower delivery reliability and a higher delivery cost thaatk

even though the packing ratio tends to be higher in SL. Due {#ich shows the histogram of routing hop counts for noPack
the reduced traf ¢ load and thus the reduced wireless cHanfgd SimplePack in traf ¢ patter 6-L 1. Together, the lower
contention and collision, however, the delivery religlilof link reliability and the longer routes in simplePack intuoe

noPack, simplePack, and SL is also relatively high compar@(ﬁger information delivery cost when compared with noPack
with their delivery reliability inD 3. in D6. This observation is also corroborated by the detailed

Note that, in [11], CC is shown to have a much higheElmalysis of the cost (e.g., mean number of transmissiokshta

competitive ratio than SL through theoretical analysisorfr to deliver an information element. For instance, Figure 26

our measurement study, however, we see that the performa) ws the mean .COSt of dehvenng an mformatpn element
of CC is not always better than SL. For instance, CC has pm a node at different geographic distances (in terms of

lower delivery reliability and a higher delivery cost thah i& the number of griq hlops) rl:rom the base st:;tion fc:jr ;Ehe tr‘f c
D6 L5. This seemingly discrepancy is due to the fact thR2tterD6-L 1. (Similar phenomena are observed for other

the theoretical analysis of [11] does not consider the liofiit traf c pa“e”?s-) we see tha_t, for T“OSF of the cases, the per-
.element delivery cost is higher in simplePack. Note that

data aggregation capacity, nor does it consider wireleds i~ "' . . ; .
unreliability and interference in scheduling. similar arguments explain why simplePack has higher delive
cost than noPack in traf ¢ patterD9 and why SL also has

Surprisingly, Figures 14-16 show that, for the traf c patte her dell h Pack | | ;
D6, simplePack introduces higher delivery cost than noPa@!gf er ;'VegGCislt t ;’;m no ac_thlr:hsevera_ c;aS(;s E)e'tgt]” or
does even though the packing ratio and the end-to-end d;elivga C pattern Uo- ). I view wi € consistently better

performance in tPack, these observations demonstrat& agai

reliability are higher in simplePack. One reason for thitha, ) AR "
y g P the importance of considering network conditions and data

partially due to the increased packet length in simple Pk, . A .

link reliability in simplePack is lower than that in noPackdgregation constraints in in-network processing.

as shown in Figure 2%.The routing protocol CTP adapts 2) Event traf c: Figures 27-31  show the measurement

to the lower link reliability in simplePack and introducesesults for event traf ¢ patterk s . The overall trend on the

longer routing hop length, which can be seen from Figure 2Blative protocol performance is similar to that in the pdit
traf ¢ patternsD3, D6, and D9. Even though the delivery

ers;f]‘tedr;ilsef;; ‘;Vefl‘iébsilii’g;lp'gsi‘?fe Slt's'" |2$erhi|?nhfrrjﬂawof:réim%n ef;';h reliability tends to be high for all protocols, tPack stidréeves
lower delivery cost and latency jitter, ???as well as 100%

packet delivered in simplePack carries more informati@meints due to the . ) )
higher packing ratio. deadline catching ratio.
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VIl. RELATED WORK

In-network processing (INP) has been well studied in sen-
sornets, and many INP methods have been proposed for query
processing [1], [2], [31], [3], [4], [32], [33], [34] and genal
data collection [5], [6], [7], [8], [9], [10]. When contraiig
spatial and temporal data ow to enhance INP, however, these
methods did not consider application requirements on the
timeliness of data delivery. As a rst step toward underdiag
the interaction between INP and application QoS requiresyen
our study has shown the benets as well as the challenges
of jointly optimizing INP and QoS from the perspective of
packet packing. As sensornets are increasingly being deglo
for mission-critical tasks, it becomes important to addres
the impact of QoS requirements on general INP methods
other than packet packing, which opens interesting avenues
for further research.

As a special INP method, packet packing has also been
studied for sensornets as well as general wireless and wired
networks, where mechanisms have been proposed to adjust
the degree of packet packing according to network congestio
level [13], [35], to address MAC/link issues related to patck
packing [36], [14], [37], to enable IP level packet packiBg],
and to pack periodic data frames in automotive applications
[39]. These works have focused on issues in local, one-hop
networks without considering requirements on maximum end-
to-end packet delivery latency in multi-hop networks. Wil
exception of [39], these works did not focus on scheduling
packet transmissions to improve the degree of packet pgckin
and they have not studied the impact of nite packet size
either. Saket et al[39] studied packet packing in single-hop
controller-area-networks (CAN) with nite packet size. Ou
work addresses the open questions on the complexity and
protocol design issues for jointly optimizing packet packi
and data delivery timeliness in multi-hop wireless senstan

Most closely related to our work are [11], [40], [41] where
the authors studied the issue of optimizing INP under the
constraint of end-to-end data delivery latency. But théiséiss
did not consider aggregation constraints and instead as$um
total aggregationwhere any arbitrary number of information
elements can be aggregated into one single packet. These
studies did not evaluate the impact of joint optimization on
data delivery performance either. Our work focuses onregsti
where packet size is nite, and we show that aggregation con-
straints (in particular, maximum packet size and re-agafieg
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tolerance) signi cantly affect the problem complexity apib- to pursue. We have focused on the scheduling aspect of the
tocol design. Using a high- delity sensornet testbed, waoal joint optimization, and we are able to use mathematicalstool
systematically examine the impact of joint optimization osuch as interval graphs to model the problem; on the other
packet delivery performance in multi-hop wireless netvgorkhand, how to mathematically model and analyze the impact
By showing that tPack performs better than the algorithm Sif the joint optimization on spatial data ow is still an open
and CC [11], [41], our testbed based measurement resuits ajsiestion and is beyond the scope of most existing network ow
demonstrate the bene ts of considering realistic aggiegat theory, thus it will be interesting to explore new approache
constraints in the joint optimization. to modeling and solving the joint optimization problem.

Solis et ai [42] also considered the impact that the timing of
packet transmission has on data aggregation, and the proble
of minimizing the sum of data transmission cost and delay ACKNOWLEDGMENT
cost has been considered in [12] and [43]. These studies also , ,
assumed total aggregation, and they did not consider hardVe thank Alper Murat, Nathan Fisher, Yi Feng, Dan Zhang,
real-time requirements on maximum end-to-end data dglivéP€rd Finke for interesting discussions, and Xi Ju for hejpin
latency. Ye et al[44] considered the local optimal stopping/ith €xperimentation. This work is supported in part by the
rule for data sampling and transmission in distributed dabior GENI project #1633.
aggregation. It did not consider hard real-time requireimen
either, and it did not study network-wide coordination ahd t
limit of data aggregation. Yu et :a[45] studied the latency-

energy_ tra.‘deOff In §eqsornet data gathermg by adaptl!’]@ ra‘d[l] S. Madden, M. Franklin, and J. Hellerstein, “TinyDB: Agquisitional
transmission rate; it did not Study the issue of SChedUIm@d query processing system for sensor systemsA@M Transactions on
transmission to improve the degree of data aggregation. Database System2004.
[2] Y. Yao and J. Gehrke, “The cougar approach to in-netwoteryg
processing in sensor networks,” ACM SIGMOD 2002.
VIIl. CONCLUDING REMARKS [3] S. Nath, P. Gibbons, S. Seshan, and Z. Anderson, “Sysafiffusion
for robust aggregation in sensor networks,”ACM SenSys2004.
Through both theoretical and experimental analysis, w&] A. Deshpande, C. Guestrin, S. Madden, J. Hellersteini \4h Hong,

. . . . S “Model-driven data acquisition in sensor networks,”\ihDB, 2004.
examine the complexity and impact of jointly optimizing [5] K.-W. Fan, S. Liu, anqu. Sinha, “Scalable data aggregafor dynamic

packet packing and the timeliness of data delivery. We rat th events in sensor networks,” IKCM SenSys2006.
aggregation constraints (in particular, maximum packeé si [6] Q. Fang, F. Zhao, and L. Guibas, “Lightweight sensing @othmu-

and re-aggregation tolerance) affect the problem comiylexi mg%gigqug‘é%’go's for target enumeration and aggregtion ACM
more than network and traf c properties do, which suggest th [7] R. Kumar, M. Wolenetz, B. Agarwalla, J. Shin, P. Hutto, Raul, and

importance of considering aggregation constraints in ¢firt j U. Ramachandran, “DFuse: A framework for distributed datsich,”
optimization. We identify conditions for the joint optingition in ACM SenSys2003.

. ] 8] J. Liu, M. Adler, D. Towsley, and C. Zhang, “On optimal camnication
to be strong NP-hard and conditions for it to be SOlvablé cost for gathering correlated data through wireless semstworks,” in

in polynomial time. For cases when it is polynomial-time  ACM MobiCom 2006.
solvable, we solve the problem by transforming it to the9] S.Pattem, B. Krishnamachari, and R. Govindan, “The icbjod spatial

; ; ; i . correlation on routing with compression in wireless sensetworks,”
maximum weighted matching problem in interval graphs; for . ", c\iieee IPSN 2004.

cases when it is strong NP-hard, we prove that there [i%] s. Yoon and C. Shahabi, “The clustered aggregation (§#&Ghnique
no polynomial-time approximation scheme (PTAS) for the leveraging spatial and temporal correlation in wirelessee networks,”
problem. We also develop a local, distributed online protoc,, . ACM Transactions on Sensor Netwarksl. 3, no. 1, 2007.

. . éll] L. Becchetti, P. Korteweg, A. Marchetti-Spaccamela, Bkuttella,
tPack for maximizing the local utility of each node, an L. Stougie, and A. Vitaletti, “Latency constrained aggtémain sensor

we prove the competitiveness of the protocol with respect networks,” inEuropean Symposium on Algorithms (ES2006.
to optimal solutions. Our testbed-based measurement st} Y- A- Oswald, S. Schmid, and R. Wattenhofer, “Tight bdarfor delay-

. . sensitive aggregation,” iACM PODG 2008.
also corroborates the importance of QoS- and aggregatl%] T He, B. M. Blum, J. A. Stankovic, and T. Abdelzaher, ‘BA:

constraint aware optimization of packet packing. Adaptive application independent data aggregation in legee sensor
While this paper has extensively studied the complexity, networks'’ACM Transaction on Embedded Computing Systerh May,

. ; . 2 . 2004.
algorithm design, and impact of jointly optimizing packeh4] K. Lu, D. Wu, Y. Qian, Y. Fang, and R. C. Qiu, “Performancé an

packing and data delivery timeliness, there are still a seh aggregation-based MAC protocol for high-data-rate ulideivand ad
of open problems. Even though we have analyzed the competi- hoc networks,”IEEE Transactions on Vehicular Technologyol. 56,

. A . . . no. 1, pp. 312-321, 2007.
tiveness of tPack for non-trivial scenarios and this hasgivs ] A. Arora, P. Dutta, S. Bapat, V. Kulathumani, and H. Zpaet al.

insight into the behavior of tPack, it remains an open qoasti (17 authors), “A line in the sand: A wireless sensor netwark thrget
on how to characterize in a closed form the competitivenéss o deltecgon, Clasgio%aﬁon, and trackingComputer Networks (Elsevier)
s f . : vol. 46, no. 5, 4.

tPack and pon-obllwous pnl|r!e algo_rlthms in brpader criste | IETF 6LowPAN  working  group”  hitpi//www.ietf.org/
The analytical and algorithmic design mechanisms develope ~ html.charters/6lowpan-charter.html.
for packet packing may well be extensible to address other im7] IETF, “Routing over low power and lossy networks (ROLWprking
network processing methods such as data fusion, and atktaj]  9roup.” http://www.etf.org/html.charters/roll-charthtml. _

dv of thi ill hel b d d th thef 18] G. Finke, V. Jost, M. Queyranne, and A. Sebo, “Batch pssing
§ty y O .t IS Will help us etter un ers_tan t e.StrUCtur e with interval graph compatibiliies between task&iscrete Applied
joint optimization problem and will be interesting futurek Mathematics (Elsevieryvol. 156, 2008.
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APPENDIX

H. Zhang, H. Cao, M. Sridhara, S. Kumar, N. Seddon
C. Zhang, M. Gouda, Y. R

Appendix 1: proofs of Claims 1, 2, 3, and 4

Proof of Claim 1: It is easy to see that the information
elements generated by;;i = 1;:::;n, andv, cannot be
packed with any other informatlon elements. Therefore, the
total number of transmission for these elementsCfy =
nD+1)+1.

isD andD A 1, and each sensor only generates one piece
of information element, in an optimal packing scheme, every
information element generated by nodg, tp=1;;2k +1,

will leave its source immediately it is generated and then
seek the opportunity to pack with other information elersent
before it is forwarded fromv; to v. Due to our de nition

on lifetimes for every2k; + 1 elements generated by nodes
vt 't =1;:::, 2k +1, only at most two consecutive informa-
tion elements in thi2k; +1 sequence can be packed together at
nodey; . For any two consecutwe information elements that are
packed together, the rst element, which is generatedqby
leaves node; at tlmedJ i (t2+t3), and the second element,
which is generated by{ +1 leaves node; at tlmert 4 Flo
Thus in an optimal packlng scheme, for aK; +1 |ncom|ng
elements, nodg; will pack them into at Ieaskj + 1 packets,

ki of which contain two element. In eadk; + 1 sequence,
either information elemerdx}) arrives at and leaves nodg

at timej + t; alone, or information eIemeraxJ arrives at
and leaves nodg at time3(m+1)(n+1)+ j + t; alone.
Thus |§he total numberpf transmission for these elements is

C =1 2k +1)+ ]1[(k +1)(D +1)].
_BeS|des, we hav@n more information elementg) and
Z.,1,0 = 1;::5;n, left. Due to the de nition of lifetimes

for these informatlon elements, all of them need to leavé the
sources as soon as they are generated, and none of them can be
packed with a packet containing two information elements we
packed in the last paragraph. In an optimal packing sc_heme,
fora xed j, eitherz) is packed withax}, at nodev, ,i.e.,ax}

arrives at and leaves nodg at timej + ty, or zl. ., is packed

with ax‘ at nodey;, i.e., axk arrives at and leaves nodg

at tlme3(m +1)(n+1)+ j+ t1, which is shown in Figure 32.

Thus, the total number of transmission for these elements is

J sz, +2

j / | )
ax]| ax] ax; ax;, *'.‘

iy
|- —

y“/ dlr’ d:/ r, i d/ d/ (m+1)n+1)+j
i
| 2 b o
O MM em
i Jj 7/( 2
J X X;
ZO i L3 3 ’k,
J
ax; ax;| ax! ax;} ax;, .
o e <50 LA S By [
J r! dl r! d! r,’ d/ d] 3N+
1 2 3

‘J
ot

Fig. 32. Example of optimal packing whét | 3
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C3 =2n+ n(D +1). Under this packing scheme, no packet @ |ax Xi |ax X /| |"x Xin Z/|
will contain more than2 elements, which also satis es the - )
packing size constraint. Thus, the minimal total nhumber of v
H,ansmlssrons |rpth|s tree 8+ C3+ C3 = n(D+1)+1+
=1 (2K +1)+ l[(k,+1)(D+1)]+2 n+n(D+1)= Co.
2
Proof of Claim 2: Correctness of this claim can be easily ‘ |x,-|axf| |xj|ax,| z/| |x;|ax,| Z/|
veri ed by the de nition of the information elements of thes x! —_— H— BE—
leaf nodes.
2
Proof of Claim 3: Since in an optimal packing scheme, either
elementz) is packed with elemenaxo, or elementz‘2k 2

is packed with eIemermxJ If z is packed withax,, ax‘

leavesy; as soon as it amves af, Whenzo arrives alvj, i.e., Fig. 33. Example of deriving the optimal packing scheme fritra SAT
each eIemerntJ leaves fromv; for v at trmed‘I i (tp+ t3), assignmentwhei , 3

packed with eIemerﬁx =100k If z2k + IS packed

with ax’k , ax'k Ieavesv, at time 3(m +1)(n+1)+ j + t;, to send each elemenrt to nodes is m. As a result, the total
which equals taj i (t2+ t3), Whenz’k L arrives atvj number of transmission for this tree &g + m = C;.

2) If we may nd that the optimal packing scheme has a
total number of transmissio@;, which implies that every
packed with eIemerﬂx‘ ptELnnk elementz; joins a packet consisting of for somej value. If
x‘ leaves from node; at tlmerJ + 1, andz. joins the packet
eIhat contarns<J at nodev, this can only happen whe)ﬁJ is

i.e., each elemem‘ leaves fromy; for v at tlmer‘ + tq,

Proof of Claim 4: 1) Given a satisfying assignment for th
SAT problem, an optimal packing scheme of the correspond|Hgne95‘teoi in clause; becarus_e(Sr FH(n+1)+ i+ tp+j 2
packet packing problem can be derived as follows: If in tH&3I * (N +1) + t1 + 1,3 +2)(n + 1) + {1 + 12] and
assignment of SAT problem, variabl is set true, then all 3I(N+1)+ ] 2 [Bi+1)(n+1)+ tjl+t2 Bi+2)(n+1)+ t1+ t2].
information elements] are forwarded from their sources to Thus we seiX; to be true. Ifx; leaves from node at time
nodev; at timer! and are forwarded from nodg to nodey & i (t2 * ta), andz joins the packet that contamd at
at tlmerJ +t1. If Xj is set false, then all information element§IOdev thrs can only happen Whe,ml is oegated in clausé;
x' are forwarded from their sources to nogeat timer! , and beca_use{3| NN+ G+ tat ] 2 [(i *1)“?*1)* Lt
are forwarded from nodg to nodev atd i tpj ts. Slmllarly t2; B +2)(n+1)+ t1+ ] and@Bi+2)(n+ 1)+ j+ 1+ 1 Z

with the information elements generated by children nodes 3_' :-1)b( n;-ll)+ E+ttﬁ_; (@i +2)'(fn+1)h+ tit to] Ttr\uslwe ISEt}t
nodev; , every element generated by node i = 1;:::;m, j to be false. By this way, if we have an optimal solution

to this instance of packet packing problem, we can have a
cannot get packed at its source singeis a leaf node As
g p Ingei satisfying assignment of the original SAT problem. Notet tha

a result, each element is forward by its source and arrives . )
due to Claim 3, the following case cannot happen: element

at nodev at time (3i + 1)(n + 1)+ t3 + to | tg+ ty = i > i .
(3i+1)(n+1)+ t1+ ty. Then the spare period for informationz' gets packed with; by letting x; leaves node; at time
r + t1, and in the meantlme that elememtgets packed with

elementz; to wait at nodev is [(Si +1)(n+1)+ t;+ ty; (3i + ] i

2)(n +1)+ ty + t,]. If clauseC; is satis ed by settingX; Xk by letting x; leaves nodeyj at timed, i (t2 + ts).

to be true, then information elemer! arrives at node v at 2
Bi+1)(n+1)+ ty+ta+] 2 [Bi+1)(n+1)+ t1+ tp; 3+
2)(n+1)+ ty+ tp], which impliesz; can be packed with any
packet containing information elemexit. Similarly, if clause
Ci is satis ed by settingX; to be false, then information Claim 9: WhenK | 3, problemPy is strong NP-hard in
elementx! arrives at nodev at (3i +1)(n+ 1)+ t; + to + chain networks (when not all elements are generated at the
j 2[@+1)(n+1)+ tg+t;Bi+2)(n+1)+ t; +t,], same time).

which impliesz; can be packed with any packet containing Proof: We rst de ne a chain composed byn nodes

Appendix 2: complexity of problefy, in chain networks

information elemems(J Figure 33 gives an example on hows;:::; Vs, andm elements generated by nodés:::; Vv, :
to get the optimal packmg scheme from an assignment of SAT : [rI ; d 1=[@Bi+1)(n+1);Bi+2)(n+1)+ T, i =
instance. 1;:::;m, whereT€ is the transmission time from nodg to

Under this scheme, no packet will contain more tt&an the base station.
elements, which also satis es the packing size constraint.In this section, we introduce a new concept called spare
Every elemeny;, i = 1;:::;m, can be packed at nodewith time interval, which is the interval from the generation ¢im
a packet containing messag{e if clauseC; is satis ed due to of an element to the latest possible time that it has to leave
variableX; . Therefore, the additional number of transmissioits source.
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For each boolean variabl€;, we de ne a sub-chain of Appendix 3: complexity of probleiy in trees when all the
2k; + n + 1 nodes, wherek; is the number of times that information elements are generated at the same time
X;j occurs in alln clauses. For the rstk; +1 nodes, we | this section, we will discuss the complexity of solving
rst de ne a sequence oRk; + 1 elements, and then assignye following problem

them one for each node. X; appears unnegated in clause 0. .

Ci, de ne an elemenk! with a spare time interva; di] = Prqblem Pg:  same asy exc.ept thgt 1) every.elementln

[0;n+1]. If X; appears negated in clauGg, de ne an element X is generated at the same t|me.'_IZ_)s a tree with branches.

X! with an initial lifetime [r;; di] = [j (n +1);0}. Leti} < _From the above problem de nition, we can nd tha

< ]ki denote the indices of the clauses in which variablg a .speC|aI case dPo. Similar to the approach we used in
ection IV, we prove the NP-hardnessR§f by reducing SAT

| problem to it, and we separately analyze the case when3

t))th node of this sub-chain, and de ne the transmission tinghd the case wheli = 2.

from the source node of elemexit to the(2k; +2)th node of  Theorem 9:WhenK , 3, problemP? is strong NP-hard.

this sub-chain to bg8i+1)(n+1)+ j. For every two messages  proof: To prove this theorem, we rst show that there

X]ii1 andx’ijm ;t=1;::07k i 1, de ne an information element s 5 polynomial transformatioh® from the SAT problem to
ax‘:i S dl ] = [dl:i i ¢T‘;21 CH ;r@,» + ¢Tx§ 1] and P8. Then we prove f[hat an in_stan¢e of SAT is satis abl_e

It o " e if and only if the optimal solution of °= fY!) has certain
de ne the elementix; 's source to be the node between theyinimum number of transmissions.

source node of element, andx!, . De ne the transmission ~ The transformatiofi °is similar as the transformatidnwe
I |

time from this node to its parent node, and from its chilySed when proving Theorem 1. Given a instahcef the SAT

to itself, are both® Tt; . Here ¢ Ty 4 _is the transmission problem which hasy Boolean variables<;:::; X, andm

time from the source node of elemedl'; to x{j . And we
t+1 t

, in Figure 4, which take®©(mn) time and the whole tree is
+ BiL+1)( n+1)+ j i
-2z

then de ne elemenaxy, : [rlo; diol = [ 1, shown in Figure 34.
. il i

1 vl + GLIDCADY 1 with source node to be tHek; +2) th

node of this sub-chain with transmission time to next hop

3L +1)( n+D)+ ool A 1 =T -4 ;

@h(nHy | andaxj :[rh, idh, 1= [d’i,-k‘ i1 d:,.k} ] with

source node to be the second node of this sub-chain with a

transmission time of to next hop. De ne theeT X for each

link to be k, wherek is a positive real number.

After de ning element for the rst2k; + 1 elements, we
de ne n elements for the remaining nodes. from th&2k; +
2)th node of this sub chain on, de ne element: [(3i +
1)(n+1);(3i+2)(n+1)], and the transmission time between
each two consecutive nodes of thes@odes to be zero, and
the ET X to bek.

After de ning the sub-chain for eacK;, connect all these
sub-chains one by one, and de ne the transmission time from
the head of a chain to the end of next chainBis which
is a large positive number. At last, we add a large positive
numberQ to the endpoints of all spare time intervals so that
the endpoints of all spare time intervals are all positivee T _ _ 5
. . . . . Fig. 34. Reduction from SAT t®; whenK | 3
whole transformation process is still of a polynomial time
O(nm).

Then for this cha work v take the st Notice that in this tree de nition, we have not de ne the
en Tor this chain network, we can easily take e SIS hsmission time on each edge and we will de ne them

we used in proving Theore 1 to prove the correctness of trHﬁring the process we de ne the information elements and

claim. their lifetimes. To begin with, We still de ne the transmiss
Similarly, we can de ne a polynomial transformation fromfime from nodey; to v to bet,, and the transmission time

any SAT instance to an instance of probl@y whenk = fromv tos to bets.

2 and re-aggregation is allowed. Then, the following claim After that, for each subtree rooted at noglewe rst de ne

holds: 2k; +1 information elements and then assign them one by one
to the leaf nodes/);::: ;v’2kj 4, Of this subtree. If variable

Claim 10: When K = 2 and re-aggregation is allowed,X; occurs unnegated in clau&, we create an information
problemPq is strong NP-hard in chain ngtworks (when Noglementx! with initial lifetime [r};dl] = [(3i +1)(n +1) +
all elements are generated at the same time). j; Bi+2)(n+1)+ j+ to+ t3]. If Xj occurs negated in clause
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Ci, we create an information element with initial Iifetim{a : |
[rid] =RBi(n+1)+ [ @i +1)(n+1)+ |+ tz+ ts]
Leti} <:::<ij denote the indices of the clauses in whicl\ppendix 4: proof of Claim 8

. ' ' P _ _ oy ,
variableX; occurs. For every two messagél? andx;; t= " proof of Claim 8: 1) Given a satisfying assignment for the

) t+1 A R R
L3k i 1, de ne an information elemerdx!, with initial ~ SAT problem, an optimal packing scheme of the corresponding
i C - - ¢ ket packing problem can be derived as follows: If in the
Srl - d = oo H -l + + . pac, . .
lifetime: [ra ; da, ] [dji{ P2 tsfri{ﬂ_ tz t_S] We also assignment of SAT problem, variab¥; is set true, then all
de ne the initial lifetime ofaxg : [rh,;dy ] =[j;r}, + t2+ ts], information elements! are forwarded from their sources to
C i ; . L . i i

and the initial lifetime ofax, : [r, ;dy 1=[d, i ts] nodev; at timerj, and are forwarded from nodg to nodev

_ . ! ! . j attimer! + t;. If X; is set false, then all information elements
ts;3(M+1)(n+1)+ j + L2+ ts]. After de ning these2kj +1 i are forwarded from their sources to nogeat timer! , and
information elements' initial lifetime, we set the sourcé o4, torwarded from nodg to nodev atd i (tp+ t3+ ts)

i o : _ _ ' o
each element one by one from nodeto nodevy, ., - FOr - gimjlarly with the information elements generated by ctéi
each elemeng with an initial lifetime [re; de], de ne the real 54es of nodey;, every information element generated by
lifetime of e to be[0; de] and the transmission time from the,gqeyc:j = 1::::- m, cannot get packed at its source since

j ' i gy ’ ' >
source ije to nodev asre. For each node,, we dene an ¢ is g |eaf node. As a result, each information elemant
el_lementzo: [0 + t2+ tg] andj the transmission time fromjs forward by its source and arrives at node v at ti@e+
Vp to v to bej. For each nodey, ., , we de ne an element D(N+1)+ ti+trj ta+ta=(3i+1)(n+1)+ t+to. Then
lek,» w2 [0:3(M+1)(n+1)+ j +ta+ ts] and the transmission the spare period for information elementto wait at nodev

time frova2kj  tovtobe3m+1)(n+1)+ j. is[Bi+1)(n+1)+ tg+ ty;Bi+2)(n+1)+ tg + to]. If
Similarly, we de nem information elements generated byclauseCi is satis ed by setting(; to be true, then information
nodesvS;:::; VS, with elementz; : [ri;di] =[0;(3i+2)(n+ elementx] arrives at node at (3i +1)(n+1)+ ti+to+j 2

1)+ tp + t3], i =1;:::;m, being generated by nodé, and [(Bi+1)(n+1)+ ti+tp; (3i+2)(n+1)+ t;+tp], which implies
the transmission time from® to v to be(3i +1)(n+1)+ t,. thatz can be packed with the packet containing information
Then, for nodes/; to vy, we de ne an information element elementx; . Similarly, if clauseC; is satis ed by settingX;

nodev, de ne an information element with lifetimf; ts]. @Bi+1)(n+1)+ tg+tr+ ] 2 [(Bi+1)(n+1)+ t;+t;(3i+
The whole process to assign an information element for ea2f{n + 1) + t; + t], which impliesz can be packed with the
sensor will takeO(nm) time. Therefore, the time complexity packet containing information elemexjt. However, due to the
of the whole transformation i©(n) + O(nm) + O(nm) = packet size constraint, one packet cannot contain more than
O(nm), which is polynomial inn andm. 2 information elements. In the meantime, every information
After we construct an instande® of P§ from an instancé  element generated by noge cannot get packed at its source
of the SAT problem, we can easily follow the steps in provingince nodep; is a leaf node. Thus each information element

Theorem 1 to prove this theorem. m ¢ is forwarded by its source and arrives at nqaat time
Theorem 10:WhenK = 2 and re-aggregation is allowed,(3i + 1)(n + 1)+ n +0:1 + t; + t, + t3. Then the spare
problemP is strong NP-hard. period for element; to wait at nodep is 0. In this case,
Proof: Given an instancd of SAT problem withn to minimize the total number of transmission, if clauSe

Boolean variableX1;:::; X, andm clause<Cs;:::;Cy, Wwe is satis ed by settingX; to be true, information elemerxﬂ

derive a polynomial time transformation fromto an instance arrives at node with information elemenax{i , attime(3i+
! Oof problemP§ with K =2 as follows. The transformation 1)(n+1)+ t;+ t,+ j in one packet. When this packet arrives
is the same as what we present through Figure 34 except &, information eIementalx’ii , and information elemerg;

the following changes: form a new packet while information elemexit waits atv
: Dene a nodep between nodev and nodes, and until (3i+1)(n+1)+ t;+t,+n+0:1 x! arrives at node at
m children p;;:::;pm of nodep. Additionally, de ne time(3i+1)(n+1)+ n+0:1+t;+ ty+ t3 and forms a new
ETXyp = ETXps = ETXp,p = 1, andtyp, = tg, and packet with information elemet. In this schemeax}, ; rst
tps = ts. packedx! at nodev;, then leaves! at nodev so thatx! can
= De ne m information elements)'s generated by nodes pack another information elemegt some time later at node
PriiiniPm: G [P dP]=1[0;(Bi+1)(n+1)+ n+0:1+ p, which implies that a carry-over operation is used to aghiev

t, + t3 + ts] and the transmission time from to p is the optimal packing scheme. Similarly, if clauSgis satis ed
@i+1)(n+1)+ n+0:1+t,+ t3. For node p, de ne by settingX; to be false, element. is arrives at node with
an information elemeng with lifetime [O; ts]. elementax! attime(3i+1)(n+1)+ t;+to+] in one packet.
= For all parameters de ned during the transformation igvhen this packet arrives at, information element! and
Figure 4, replacés by t3 + ts. information element; form a new packet while information
Therefore, the time complexity of the new transformation islementax! waits atv until (3i +1)(n+1)+ t;+ tp+ n+0:1.
still O(nm). ax! arrives at node at time (3i +1)(n+1)+ n+0:1+ 1ty +
After constructing this tree, we can follow the same steps ia + t3 and forms a new packet with information element
proving Theorem 4 to prove the correctness of this theorem.this schemex! rst packedax! at nodey;, then leavesx!
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at nodev so thatax| can pack another information elementlementz; gets packed witx! by lettingx! leaves node; at
g some time later at node, which implies that a carry-over timer! + t1, and in the meantime, that elememtgets packed
operation is used to achieve the optimal packing scheme. #ith x} by lettingx}, leaves node; at timed, j (to+ ts+ ts).
demonstration on how the optimal packing scheme is derived

is given in Figure 35. 2

Appendix 5: proofs of Theorem 5

We rst show that the reduction presented in Figure 6 is
a gap-preserving reduction [21] from MAX-3SAT to problem
PJ. It is easy to verify that the proof of Theorem 4 holds
if the discussion of the proof is bgased 3SAT instead of the
general SAT problem, in which case_; k; =3m and we
denote the reduction ds Therefore, if a 3SAT problerh is
satis able, the minimum cost of thBJ problem| %= f (})
is

C 0 F4m P
(@ +1+ o (k +1)(D+2)+
2n(D+2)+2n+3)+4m
m(3D +16)+ n(3D +9)+3

(25)
Sincen < 4m, (25) implies that

C% < m(3D +16)+ n(3D +16)

< 5m(3D +16) (26)

Fig. 35. Example of deriving optimal packing scheme from @&Fignment
whenK =2 Note that the proof of Theorem 4 holds B = n +
jn=1 (2kj +3) = 6 m+ n, which is the number of information

In the optimal packing scheme, every information elemeglements generated by the descendants of nodéwus, (26)
zi can be packed at node with an information element jmpjies that

x} or axj, , if clause C; is satised due to variableX;.

Therefore, the additional number of transmission to semti ea C
information elementz; to nodes is m, and the additional

number of transmission to send each information elengent

to nodes is m, and the additional humber of transmission to

break up m packet at nodeand send them to nodgeis 2m.

As a result, the total number of transmission for this tree is
Ch+4m=Cg.

2) If we may nd that the optimal packing scheme has
total number of transmissio€®, which implies that every
information elemeny; pack with one information element in
a packet consisting ok! for somej value, and the other
information element in the old packet packs with informatio
elementg. If x! leaves from node; at timer! + t;, andz;
packs with one information element in the packet that costai
x! at nodev, this can only happen wheX; is unnegated in
clauseC; becausd3i+1)(n+1)+ t;+to+j 2 [(Bi+1)(n+
D+t +ty;@Bi+2)(n+1)+ tg +tx]and3i(n+1)+ j 2
[(Bi+1)(n+1)+ ty+1ty; (3i+2)( n+1)+ t1+1t5]. Thus we seK; = o
to be true. Ifx! leaves from node at timed! | (t,+ ts+ ts), = 1+2 G Mo

5m(3(6m + n) + 16)
5m(18m +3n + 16)
5m(18m + 3 £ 4m + 16)
5m(30m + 16)

5m(30m + 16 m)

240m?

(27)

A 1AL A

If only mg of the m clauses in} are satis able, then the
fhinimum cost in! °= () (with K =3 isC&+(mj mo).
This is becausém j mg) number ofz's cannot be packed
with any other packet and have to be sent from nede s
alone, which incurs an extra cost @feach. Accordingly, if
less thanmg of the m clauses in] are satis able, then the
minimum costC%in | 9= f () is greater tharC® +2(m j
Mo). Letting2 = -, (27) implies that

e]

0 S Co+2(mi mo)
Zute Mi Mo)

2

t1l 0 t1
Cii+2(2moj mo)
Coura(fMoi Mo)

andz; packs with one information element in the packet that > 1+20 Dmo (28)
contains! at nodev, this can only happen whefy; is negated = 1+ z-zi‘OTz
120m 2

in clauseC; becaus€3i+1)(n+1)+ ty+t,+j 2 [(3i+1)(n+ 1+ L(1; b
1)+ ta+ 1 (B +2)(n+1)+ ta+ tz] and@i +2)(n+1)+ j + 1+ 2700 1)

ti+ G 2[@Bi+1)(n+1)+ ti+ t; (3 +2)(N+1)+ tq+ ta]. : T2oN 0=

Thus we seK; to be false. By this way, if we have an optimawhereN is the number of non-sink nodes in the network and
solution to this instance of packet packing problem, we cah, m.

have a satisfying assignment of the original SAT problem. LetOPT(!) andOPT(! 9 be the optima of a MAX-3SAT
Note that due to Claim 7, the following case cannot happeproblem! and the corresponding$ problem} © = f(}) .
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Then the polynomial-time reductioh from MAX-3SAT to Then, the overall utilityug is
P satisfy the following properties: . .
OPT()=1 =) OPT(9=CY g = mEXmnl) ETne )
OPT() <3z =) OPT( 9>Cal+ mrli 3)) oS oL
(2 f CETX gr(s ) f GETX gr(L)
From [21], we know that there exists a polynomial-time ngR . tgg’R (33)
reductionf, from SAT to MAX-3SAT such that, for some tg 5o gt
. . ETX p R(sp) ETX p r(L)
xed 2> 1, reductionf; satis es = S’ i o
_ _ ETX ‘Rr(sg) . ETX g r(L)
| 2 SAT =) MAX-3SAT(f.(1))=1 (30) + gslg 0 —

| 2 SAT =) MAX-3SAT(f1(l)) < %
Then, (29) and (30) imply the following:

| 2SAT =) OPT(f(f1(1)) = C%
| 2 SAT =) OPT(f(f4(1))) >C? (1+ (L (1)))

2 If every packet irPp gets packed to fulith payload
from pkt but not all packets |erkt can get fully packed

|e,tf(L| sp) - Lj s? andf(L, Sg) >L i s¥j

(L i Sp):

Denotmg modL sf i (L i Sp);L i Sg) BY Omod
and lettingGnog be 1 if gmod > 0 and 0 otherwise. Let
G = Gmod ET X g r(Sy + Gmod ), the overall utility UCis

Therefore, it is NP-hard to achieve an approximation rafio o
1+ oo (1i %) for problemPy.

Appendix 6: Utility calculation in tPack-2hop

In Section V we proposed a utility based online algorithm 0 ILOETX pj R (Sp) ELOETX pjr(L)
called tPack for packet packing problem. WhildPack calcu- U~ = = [ i f
lates the utility of immediately transmitting a packet kdhse L“ngp -
on only next one hop, it is trying to use the greedy approach L O (L SP)eETX 9 R (Sa)
to help node make a local decision, which may affect the d%. - (Li sp)esg
performance .of the whole netwcrk. To ekplore .the effects bt Z?I (L1 5,)CETX g v (L)+ G
brought by this 1-hop greedy decision making policy, we will i = ST
derive the utility of transmitting a packet by looking at hex drisgi oy (Li Sp)esgrli s (34)

ETX p,R(Sp) ETX p;r(L)

s [ L
i ‘ (L] Sp)eETX gJR(Sg)
Lij s?

2 hops, which is calledPack-2hop =
Except the notations used in Section V, we de ne some

additional notations in the following: +
With respect to the grandparent gf:

dl_‘ Sg. tp(L. Sp)esg

. . . Lj ETX L)+ G

ty : expected time till the parent transmits another j i J ( | Sp)CETX i (L)*
i Sf

packetpkt®that does not contain information derori o T (L1 sp)esgeLi o

eIe.ments ge.nerated or forwarded Wyitself . If not every packet |erkt gets packed to fullvith
or its parent;

s, © expected payload size @kt payload frompkt, i.e., tp (L sp)>L i sP: The utility
is computed as it was in the otfack

Utility of holding a packet. In tPack-2hopthe holding utility
is the same as it was in the olBack which is calculated as:

0% = de—L it L eETX ,,JR(sp)
u = AC1:|01 AC, P dt' i esp
= 7 sv ETXJ'R (L i S?) (32) b'—l 0 i sp

Tisp CETX Pj R(L)+ I'moa ETX pj R (Sp+Imod )

d::: Sf esp+Lij s?
Utility of immediately transmitting a packet.  Different (35)

from the oldtPack the utility of immediately transmitting a ~ Therefore, the utilityJ, of immediately transmittingkt to
packet intPack-2hopdepends on the utility to transmitting ap; in tPack-2hopis

packet to the next hop or to the next 2 hops. Similar with the 8 0
de nition of Py , the expected number of packets that do not Ul if & (L i sp)- Lijs?
contain information eIements from and can be packed with and (L i sg)c Li & %(L i sp)

pkt at vj's grandparent is -, and we de neP} pke to be Up= _ o jf tf (L ) Lj s
the set of these packets. The' ut|I|ty to |mmed|ately transmi P i Sp b= .
packet top;, v;'s parent, is computed as follows: % and i (L i Sg)>L i sf i %(L i Sp)

= If every packet iPp. andPj, gets packed to fulvith Coyo otherW|se )
whereUp, U%and UY%are de ned in Equations (33) , (34)
Lisf and (L| Sg) - Li s ™ (L| Sp): and (35) respectively.

payload frompkt and every packet |eT, (Li sp)-
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After computingU,, we need calculate another utility, thep; in tPack-2hopis

utility to immediate forwardingpkt to gj, vj's grandparent. 8
We can compute this utility as same as we did to gt % Ug if tf (L i Sg) Lijs?
0
= If every packet |erkt and Py gets packed to fullvith andt (Lisp)- Lijs?j %(L i Sg)
payload frompkt and every packet |eT, (Li sq) - Ug = uge i tf (L i Sp)- Lij s?
0
L.sfand (L.sp) L.sf.t(L.sg) % andf(L.sp)>L.sf,IL(Lisg)
P 9
Then, the overall utilityl? is - UJ% otherwise
(40)
DX e sy ETX o m(L) whereUg, Ug?and UJ%are de ned in Equations (37) , (38)
uo = o S eR oo Tt and (39) respectively.
tfg Sq . gL Therefore, the utilityU, of immediately transmittingkt to
t . .
ETf;pJ R (Sp) : %ET:; o R (L) @7) pj in tPack-2hojs
g il
_ETX ijt'ngp) ETX g r (L) Um = max(Up; Ug) (41)
- S L
+ ETXgp,-R(Sp) i ETX pr(L) Therefore, the scheduling rule itiPack-2hopis that the
Sp L packet should be immediately transmitted Wf < Uiy,

otherwise the packet should wait at noge
= |If every packet irPOt gets packed to fullith payload

from pkt butnot all packets |erkt can get fully packed
|e,t (Lisg)- Ljs?and f(L, sp) >L i sPj

Approximation of sy and ty:  parameters; andty are
approximated as same ss andt, was approximated.

i w(Li sg) Sg = Sq (42)
Denotmg modL i s? i (L i Sg);L i Sp) BY Pmod
and lettingPmoq be 1 if pmod > 0 and 0 otherwise. Let t = i - ty £ty £ sy (43)
P = Prmod ETX p, r(Sp + Pmod) the overall ut|I|tyUé)°|s 97 g to, £ 5y i tg £ Sp
0
Uo = TETX gr(Sq) —ETX g r(L) Appendix 7: Complexity d?, when ETX is a convex function
9 L : i i of packet length

t
s
Lij 5p| 19
+ L.s?
dL, SP' tg
L
i of (L, Sq)CETX p; g (L)* P

(Ll Sg)eETx pj R (Sp) In this section, we will analyze the computation complexity
of Po when ETX is a convex function of packet length. To
start with, we rst de ne the following two problems.

(L, Sg)esp
. b=y tg
| Lij s?

Problem P§C: The same a®, except that 1) the network

_ETX :LR‘ (SS"Q; v (ELTI;QQ)JT?E)L' i (38) is a chain network. 2) ETX is a convex function of packet
- N [ L length.
+ Ay t%o('-' S9)€ETX p; r (Sp) Problem P5C :  The same aB, except that 1) the network is
dt:—zfpi Eg (Li sg)esp a chain network. 2) ETX is an exponential function of packet
bt zfp; . (L, Sg)CETX p g (L)+ P length.

We rst prove P5¢ is NP-hard. Then the NP-hardness of
PSC is easily proved.

) ) Theorem 11:P5C is NP-hard regardless of re-aggregation.
2 If not every packet |erkt gets packed to fullwith Proof:

L.s?

dL‘ Sp. 19 (L, Sg)esp+Lj s.f

payload frompkt, i.e., ;(L i Sg) >L i sP: Denoting We rst study the case where re-aggregation is prohibited.
modL i s;L i Sqg) by grmed @nd lettingGRmog be 1 Lemma 1:P5C is NP-hard when re-aggregation is prohib-
if grmoa > 0 and 0 otherwise,, the overall utility(*%is  ited.

Proof: We rst de ne a new problem as follows:

Ll Problem P5"™: there aren elements generated at different
oo = drier et g R(Sg) time at nodeA, each of which has an individual deadline
g dL' i esq and an arbitrary integer length. A packet can hold at most K

Li sg
CETX gj R (L)* GRmog ETX gj R (Sg+ 9rmod )

Lis?
Lisg

elements and ETX is an exponential function of packet length

Find a packing scheme to send allelements from nodé&

(39) to its parent nod® such that the sum of ETX of all packets
are minimized.

Therefore, the utilityJ, of immediately transmittingkt to Lemma 2:P3"™ is NP-hard.

b

ae>

f
T sg esg+L. Sf
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Proof: We prove this lemma by a reduction from the The NP-hardness of the PARTITION INTO TRIANGLES
PARTITION problem. problem is proved by Schaefer in 1974 by a reduction from
PARTITION Problem: Given a nite setA and a size X3C problem. There is another proof by Mirko Morandini in

a)2 z* for|§acha 2 A, nd a subsetA®p A such that [46]. In this paper, PARTITION INTO TRIANGLES problem
is proved to be NP-hard via a simpler reduction from 3DM

a2408(8) = apa; A0 S(8).

Given any instance X of PARTITION problem, we carProblem. The author proved that PARTITION INTO TRIAN-
reduce it to an instance Y of probleﬁi“bg: GLES problem is NP-hard even in 3-partite graph.

Given a nite setA of elements and a siz&a) 2 Z* for In [47], the authors showed that any r-partite graph can

eacha 2 A, any two elements i can be pagked togetherPe modeled as a multiple-interval graph. Therefore, the PAR

ETX is an exponential function of packet length with base Multiple-interval graph.

wherep > 1. nd a subsetA®p A, such( )thatp aza0s(a) 4 We can then easily make a redu;tgon from any _instance of
p aza: 08 s no greater thaﬂpaz+. PARTITION INTO TRIANGLES toP3"® since every instance

. . b
We can easily nd that there exists a sglution to X i°f PARTITION INTO TRIANGLES s an instance oPg’

apd only if there exists a solution to Y singe az40S(®) + with packet size equal to 3 and a link reliability ensur®és

s(a 1 i b i -
D w2l ’1303(&) 2 az;;P< ) and the equal sign holds if andthh;doptlmal packet size. Therefore, the problBf is NP.

Combining the proof when re-aggregation is prohibited and

only if  ,a08(@) = 454, a0S(8). Therefore, problem
0 . . H

Poi subj generalis at least as hard as the I:,'A‘R-I-I-I-I()'\Ithe previous lemma, we can easily prove tRgt is NP-hard

when re-aggregation is not prohibited.. [ |

problem, which means it is NP-hard.
Therefore P§C is NP-hard regardless of re-aggregations

Since problemP™™ is NP-hard, solving the following
problem is also NP-hard, SincePE® is also a special case 8¢, P§¢ is also NP-

multiple-P3"™:  Solve n instances ofP3"™™ with total set hard.

sizejA(i)j = i;i =1;:::;n, andA(i) equal to the partition of

A(i i 1) plus an element W'th unit |er]gth- _ _ Qiao Xiang Qiao Xiang is a PhD candidate in the
The NP-hardness of this problem is out of question since Department of Computer Science at Wayne State Uni-

we already proved Lemma 2. Given an instance X of multiple- versity. He received his Bachelor degrees in Engineer-
subg f it t inst Y BEC foll ing and Economics from Nankai University, China.

Po ", we can transform it to an instance Bf© as follows. His research interests lie in wireless cyber-physical

De ne a chain withn + 1 nodes, labeled a&; 2;::;;n;n + 1. systems.

Noden +1 is the sink and nodé is the leaf node. De ne the
link reliability of link (i;i +1), pii +1 is far less thamij+1 ;j+2 .

f . Hongwei Zhang Hongwei Zhang (S'01-M'07/ACM
And put theith PS"™ on the nodd. And de ne the latency 5.01§_’M.07) e eived el a%d( M.S. degrees in
requirement of each element to be very large so that each two Computer Engineering from Chongging University,
unit element can get packed. Chi_na and his_ Ph.D. d(legree fr0n_1 The O?io Stateff
. . . University. He is currently an assistant professor o
_Now we proved that solving Y is _equalen_t to solve X. computer science at Wayne State University. His pri-
Sincep;i +1 ¢ Pi+1:i+2 . to get the optimal solution to Y, we mary research interests lie in the modeling, algorithmic,
need solve the rSPgubg problem, then the second, and so on, and systems issues in wireless, vehicular, embedded,
s c and sensor networks. His research has been an integral
which is exactly the Same_WaY to SO'Ye_ X. Therefd?é, IS part of several NSF, DARPA projects such as the KanseiGemieExScal
NP-hard when reaggregation is prohibited. B projects. (URL: http://www.cs.wayne.edhtizhang).
Next, we study the complexity d#5€ when re-aggregation Jinhong Xu Jinhong Xu is Master student of Financial
is not prohibited. Risk Management at Simon Fraser University. His
Lemma 3'P§C is NP-hard when re—aggregation is not research interests in computer science include perva-

o sive and mobile computing as well as wireless sensor
prohibited. networks.

Proof: We de ne another new problem as follows:

Problem P§'*: there aren elements generated at different
time at nodeA, each of which has an individual deadline and Xiaohui Liu Xiaohui Liu received his B.S. degree

the same integer length. A packet can hold at most K elements in Computer Science from Wuhan University, China.
He is currently a PhD candidate in the Department of

and I_ETX is an exponential function of packet length. I_:|nd a Computer Science at Wayne State University. His pri-
packing scheme to send all elements from nodé\ to its mary research interests lie in real-time, QoS routing in
parent nodeB such that the sum of ETX of all packets are V\QVX'&;S and sensor networks. He is a student member
minimized. or AR
.pGub ; _
Lemma 4. PO Is NP hagudt; . . Loren J. Rittle Loren J. Rittle received the B.S. degree
Proof: We can modeP3"” on a multiple-interval graph in computer engineering from lowa State University in
model. The transformation from interval graph to multiple- 1990. He is currently a principal staff member of the

: : : Content and Context-aware Solutions group, Applied
interval graph is straightforward. For each nodewe de ne Research, Motorola Mobility. He is named inventor on

a setS, of intervals. Any two nodey andu are adjacent if eight issued US patents. He is a member of the ACM.
and only ifS, ~ S, 6 ;. We proveP3™ by a reduction from
PARTITION INTO TRIANGLES problem.



