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ABSTRACT
Multi-domain applications can benefit from network infor-

mation exposure using the ALTO protocol framework. ALTO
provides network state and capabilities to applications to be
more flexible in terms of rate adaptation, transmission time,
and server/path selection. However, different key issues arise
when designing an ALTO solution for multi-domain environ-
ments. In this talk, we summarize such issues along with basic
mechanisms to be considered to allowALTO to expose network
information across multiple domains.
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1 INTRODUCTION
Emerging multi-domain applications (e.g., collaborative data

sciences [5, 19, 28], flexible inter-domain routing [12, 20, 31],
E2E network services [2, 8, 14]) require resource orchestration
across multiple networks managed by different administrative
domains. Such cross-domain applications can benefit substan-
tially from network information exposure to make application-
layer resource optimization and improve their performance.
The Application-Layer Traffic Optimization (ALTO) proto-

col [1] provides a generic framework to expose network infor-
mation for applications to take optimized actions. However,
exposing network information to support multi-domain use
cases introduces issues to be considered in the current ALTO
design.

In this talk, we identify what network information the multi-
domain applications need and the benefit of using it (the Good,
Sec. 2). Next, we discuss the ALTO design issues for gathering
such multi-domain information (the Bad, Sec. 3). We then list a
set of mechanisms to design a multi-domain ALTO framework
(the Solution, Sec. 4).
2 WHAT INFORMATION DO APPS NEED?
Many types of network information are needed by cross-

domain applications to improve their performances, including
network state (e.g., loss, delay, ECN bit [24], INT [16]), perfor-
mance metrics (e.g., throughput, max reservable Bandwidth),
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Figure 1: A collaboration network example.

capability information (e.g., delivery/acquisition protocol), lo-
cality (e.g., servers/domains location and paths), among others.
Motivating Use Case Example. Consider a collaborative net-
work composed of three-member domains (See Fig. 1). An ap-
plication (e.g., a large data analysis system) wants to reserve
bandwidth for two flows 𝑓1 : (𝑆1, 𝐷1) and 𝑓2 : (𝑆2, 𝐷2), across
three domains 𝐴, 𝐵, and 𝐶 . Before the application can run a re-
source allocation algorithm to execute such submitted flows, it
needs to gather some information from the network. First, the
E2E cost across multiple domains. The cost in terms of resource
availability and sharing (e.g., network bandwidth) for the set of
requested flows to be reserved. In our presented scenario, both
flows 𝑓1 and 𝑓2 are sharing the same network path in domain𝐴.
It means that they share a common resource, the network band-
width. Second, each flow will consume networking resources
of multiple domains. Therefore, the application needs to dis-
cover both a sequence of domains and candidate paths between
source nodes and destination nodes, i.e., which domains are
involved for the different traffic flows and one or more paths
connecting such domains. In our example, the multi-domain
network paths for 𝑓1 and 𝑓2 are [𝐴, 𝐵], and [𝐴,𝐶], respectively.
Basic Formulation. Consider different services, for each do-
main, providing previous information. Each service is defined
as an object 𝑓𝑖 with a set of network properties, such as 𝑓𝑖 .𝑝𝑎𝑡ℎ
(representing the sequence of network devices that packets of
flow 𝑓𝑖 will traverse), 𝑓𝑖 .𝑎𝑏𝑤 (representing the available band-
width that flow 𝑓𝑖 can request), 𝑓𝑖 .𝑑𝑒𝑙𝑎𝑦 (representing the aver-
age delay of packets of flow 𝑓𝑖 ), etc.
In our example, consider each domain providing the band-

width property using a set of algebraic expressions (i.e., linear
inequalities) [13]: Π𝐴 : {𝑥1 + 𝑥2 ≤ 100}, Π𝐵 : {𝑥1 ≤ 30},
and Π𝐶 : {𝑥2 ≤ 30}. Where 𝑥1 and 𝑥2 represent the available
bandwidth that can be reserved for (𝑆1, 𝐷1), and (𝑆2, 𝐷2), re-
spectively. Each linear inequality represents a constraint on
the reservable bandwidths over different shared resources by
the two flows. For example, the linear inequality Π𝐴 indicates
that both flows share a common resource and that the sum of
their bandwidths can not exceed 100 Gbps.
In a multi-domain setting, a network property to a flow 𝑓𝑖

may involve properties of multiple networks, e.g.:
fi.md-abw:𝑚𝑖𝑛(𝑓𝑖 .𝑎𝑏𝑤 [𝐴] + 𝑓𝑖 .𝑎𝑏𝑤 [𝐵] + 𝑓𝑖 .𝑎𝑏𝑤 [𝐶])
fi.md-path: 𝑓𝑖 .𝑝𝑎𝑡ℎ[𝐴] .𝑓𝑖 .𝑝𝑎𝑡ℎ[𝐵] .𝑓𝑖 .𝑝𝑎𝑡ℎ[𝐶]
fi.md-delay: 𝑓𝑖 .𝑑𝑒𝑙𝑎𝑦 [𝐴] + 𝑓𝑖 .𝑑𝑒𝑙𝑎𝑦 [𝐵] + 𝑓𝑖 .𝑑𝑒𝑙𝑎𝑦 [𝐶]

https://doi.org/10.1145/3404868.3406667


ANRW ’20, July 27–30, 2020, Online (Meetecho), Spain Lachos et al.

Table 1: Issues of applying the current ALTO framework in the multi-domain setting & solutions.
Capability Issues with the current mechanisms Envisioned solutions & on-going efforts

Conceptual query interface and data representation

Unified
resource rep-
resentation

In the current ALTO framework, each domain can have its own repre-
sentation of the same network information. For example, domain 𝐴

and 𝐵 (See Fig. 1) may use utilization charge and available bandwidth
as the path cost respectively. Even if all the domains have the same
property, there may not necessarily be a uniform form, for example,
domain 𝐴 charges using dollars, while domains 𝐵 and𝐶 take euros.

Multi-domain composition mechanisms are necessary, so that network
information fromALTO servers inmultiple domains can fit into a single
and consistent "virtual" domain abstraction. In this talk, we present
the design options of multi-domain composition mechanisms [23, 32,
34, 35].

Generic
query
language

Applications need to express their objectives and requirements in a
query, e.g., finding the bandwidth the network can provide for flow
𝑓 1 (𝑆1, 𝐷1) subject to reachability requirements, traffic symmetry, way-
point traversal, QoS metrics, etc. The current query interfaces in ALTO
(e.g., filtered network/cost map) cannot express such flexible queries.

With a flexible/generic query language, the network can filter out
a large number of unqualified domains. The language specification
could be inspired by standard [3, 9] or pre-standard [4, 27] mechanisms,
implemented with a user-friendly grammar (e.g., SQL-style query).

Communication mechanisms

ALTO
Servers com-
munication

In multi-domain scenarios, it is not possible to optimize the traffic with
only locally available network information (i.e., server-to-client ALTO
communication). Therefore, communications among multiple ALTO
servers are necessary to exchange detailed network information of
multiple domains.

ALTO servers may consider either a hierarchical or mesh architectural
deployment design [7, 22, 34]. In a hierarchical design, ALTO servers
in domain partitions gather local information and send it to central
server. In a mesh deployment, ALTO servers may be set up in each
domain independently, and gathering the network information from
other connected domains.

Multi-
domain
connectivity
discovery

To find the resources shared by different source/destination pairs, an
application needs to discover which domains are involved in the data
movement of each node pair. Besides, a set of candidate paths need
to be computed in order to know how to reach a remote destination
node. The current ALTO extensions do not have this feature.

Multi-domain mechanisms combining domains sequence computation
and paths computation need to be defined, or standardized computation
protocols could be re-used such as BGP [25], PCE [17, 30], or BGP-
LS [11].

Multi-
domain
ALTO Server
discovery

Once the multi-domain connectivity discovery is performed, an appli-
cation needs to be aware of the presence and the location of ALTO
servers in order to get appropriate guidance. These ALTO servers will
be located in different network domains, so that multi-domain ALTO
server discovery mechanisms are needed.

The ALTO cross-domain server discovery document [15] specifies a
procedure for identifying ALTO servers outside of the ALTO client’s
own network domain. Other mechanisms could also be leveraged, such
as those based on PCE or BGP architectures [6, 26].

Computation model

Computation
complexity
optimization

The optimization problems specified by the applications can be compu-
tationally expensive and time-consuming. For example, the number of
available paths for each flow increases exponentially with the number
of domains involved, as does the number of available configurations
for a set of flows with both the network size and the number of flows.

ALTO servers need to support mechanisms (e.g., pre-computation and
projection) to improve the scalability and performance. Such mecha-
nisms should effectively reduce the redundancy in the network view
as much as possible while still providing the same information [10].

Security &
privacy

The information provided by the ALTO protocol is considered coarse-
grained in several multi-domain use cases. New ALTO extensions have
been designed to provide fine-grained network information to the
applications. Using these ALTO extension services for multi-domain
scenarios would raise new security and privacy concerns.

ALTO needs mechanisms (with little overhead) that provide accurate
sharing network information, and at the same time, protects each
member domain. This privacy-preserving interdomain information
process may consider, for instance, a secure multi-party computation
(SMPC) protocol [33, 34].

The involved domains may exchange such multi-domain
properties. They also may apply composition mechanisms
to create a unified representation to reveal a compact multi-
domain network resource information. For example, taking a
look at the set of previous inequalities, one can conclude that
the constraint 𝜋𝐵 (𝑥1 ≤ 30) and 𝜋𝐶 (𝑥2 ≤ 30) can eliminate
that at domain A (𝑥1 + 𝑥2 ≤ 100). Domains may compose this
information and remove the cross-domain redundancy [21, 29].
Therefore, the compressed multi-domain set of inequalities is
reduced to two inequalities (i.e., 𝜋𝐵 and 𝜋𝐶 ).
3 WHAT ARE CURRENT ALTO ISSUES?

ALTO already introduces basic mechanisms (e.g., modularity,
dependency) and abstractions (e.g., map services) for applica-
tions to improve their performance [18]. However, the current
ALTO base protocol is not designed for a multi-domain setting
of exposing network information. We list several key design

issues of the current ALTO framework in the second column
of Table 1, which can be roughly categorized in three aspects:
(i) conceptual query interfaces and data representation, (ii)
communication mechanisms, (iii) and computation model.
4 HOW TO DESIGN A FRAMEWORK?
Instead of building from scratch, we aim to design a multi-

domain network information exposure framework on top of
ALTO. The third column of Table 1 summarizes on-going efforts
and potential solutions to address the aforementioned issues.
5 CONCLUSION

Many multi-domain applications are emerging with the de-
velopment of new technologies (e.g., 5G, SDN, NFV). ALTO
emerges as a solution for exposing network information across
multiple domains. In this talk, we present key issues as well
as solution mechanisms in the current ALTO framework to
support important multi-domain environments.
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