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Abstract
End-to-end route control spanning a set of autonomous

systems (ASes) can provide opportunities to both end users to
optimize interdomain control and network service providers
to increase business offerings. BGP, the de facto interdomain
routing protocol, and recent interdomain proposals provide
limited mechanisms for such control. We provide the first,
systematic formulation of the software-defined internetwork-
ing (SDI) model, where an AS exposes a programmable in-
terface to allow clients to define the interdomain routes of
the network, and maintains its autonomy, by keeping the
control of its export policies, to avoid fundamental violations
such as valley routing. We develop a blackbox optimization
algorithm to quickly find optimal export-policy-compliant
end-to-end routes in SDI, and validate its efficacy using real
interdomain topology. To understand the operational impli-
cation of SDI, we evaluate the privacy leakage brought by
exposing an AS’ available interdomain routes. Preliminary
results show that a small number of neighbors or a large num-
ber of exposed RIB samples allows accurate inference on an
AS’ BGP selection policy, indicating a potential risk of not
only SDI, but the whole interdomain routing community.1
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1 Introduction
Although flexible, end-to-end route control may provide

substantial benefits to both networks and end users (e.g.,
conduct traffic engineering, or prevent DDoS attacks), it is
extremely complex and difficult to achieve, if not impossible,
in the current Internet, where ASes are interconnceted by
the Border Gateway Protocol (BGP) [16]. To fill this gap,
several interdomain routing systems have been designed and
deployed [1, 3, 9–13, 15, 21]. However, they either are point
solutions, or may have datapath overhead such as tunneling
processing on each data packet.
In this paper, we investigate a novel, systematic, low-

overhead interdomain route control model which we call the
software-defined internetworking (SDI) model. Motivated
by the success of intradomain SDN models such as Openflow
or P4 but extending to interdomain, SDI defines an interdo-
main programmable interface so that a network exposes to
a client its available interdomain routes, i.e., its interdomain
routing information base (RIB), to a destination, and the
client can then choose one of them, just as an intradomain
SDN client can select a port as the next hop among a set
of available output ports of an SDN switch. Different from
intradomain SDN, however, SDI maximizes network auton-
omy, by allowing a network to maintain the control of its
interdomain export policies, to avoid fundamental violations
such as valley routing.

A fundamental challenge for SDI is for clients to find the
optimal, export-policy-compliant end-to-end routes, because
ASes keep their export policies private. To this end, we de-
velop a blackbox optimization algorithm to sample end-to-
end routes sequentially and find an optimal export-policy-
compliant route with a small number of samples. We validate
its efficacy via experiments on real interdomain topology
data (Figure 1). Next, to understand the operational impli-
cation of SDI, we conduct a study to evaluate the privacy
leakage brought by exposing a network’s RIB and the se-
lected route. Specifically, we investigate the feasibility of
inferring the selection policy of an AS from its exposed RIB
and the selected route. Results show that a small number of
neighbors or a large number of exposed (RIB, selected routes)
samples allows accurate inference on an AS’ selection policy.
2 SDI Design: Model and Algorithm
SDI programmable network. The SDI model builds on top
of existing BGP-connected interdomain networks. It uses the
one-big-switch abstraction widely used in BGP studies (e.g.,
[6–8, 16]). In addition to an actual BGP speaker, each AS
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Figure 1: CDF of the number of routes the blackbox optimization
algorithm sampled to find the optimal, export-policy-compliant
end-to-end route in SDI.
also runs a virtual BGP speaker, which has the same route
selection and export policies as the actual BGP speaker, and
establishes BGP sessions with the virtual BGP speakers of
the neighboring ASes. Given a destination IP prefix p, each
AS exposes to clients (1) its RIB to reach p, (2) the price to
use each route in the RIB, and (3) the currently selected route
by the AS. Each AS provides three interfaces, select_route ,
commit_route and delete_route , for clients to select interdo-
main routes, but maintains the control of its export policies.
In SDI, a client uses a two-phase commit design pattern

to test the export-policy-compliance of an end-to-end inter-
domain route before actually using and paying for it. Given
a route r, a client can check its export-policy-compliance
by iteratively interacting with the ASes along r in a back-
ward order using the select_route interface. After finding
an export-policy-compliance route r that she wants to use,
a client can interact with the ASes along r in a backward
order to setup the route on actual BGP routers using the
commit_route interface. This design avoids (1) the disrup-
tions and churns in the interdomain network caused by the
client using a non-policy-compliant route; and (2) the waste
of monetary expenses of the client paying for such a route.
Computing optimal routes in SDI. A fundamental chal-
lenge for the SDI model is for clients to find the optimal,
export-policy-compliant end-to-end routes, because ASes
keep their export policies private. We develop a blackbox
optimization algorithm to sample interdomain routes sequen-
tially and find an optimal export-policy-compliant route with
a small number of samples. The algorithm iteratively lever-
ages the prior belief about the problem to help direct the
sampling, and to trade exploration and exploitation of the
search space [4, 17], and properties from interdomain rout-
ing algebra [8, 18] to derive an accurate estimation on the
expected improvement of an end-to-end route. Experiments
using real interdomain topology (Figure 1) show that in a
network with ~60k ASes and ~320k AS-level links, in 95%
experiment cases, our algorithm finds an optimal policy-
compliant end-to-end route with no more than 35 samples.
3 Operational Implication: Privacy Study

In SDI, each AS exposes its RIB and the selected route. To
understand its operational implication, we investigate the pri-
vacy leakage of exposing such information, i.e., whether BGP
policies can be inferred from it. On a first glance, one may

think there should be little or no privacy leakage, because
(1) BGP is usually perceived to be good at hiding policies
and in real world, such information is already exposed in
BGP Looking Glass servers [19], and (2) inferring policies
based on such information is a constraint acquisition prob-
lem, which is in general computationally intractable [2]. Our
preliminary study, however, indicates the opposite.
BGP selection policy can be inferred fromRIB and the
selected route. We formulate the problem of inferring BGP
selection policy of an AS from its exposed RIB and the se-
lected route as a classification problem. We generate ground-
truth datasets by simulating the operation of an AS con-
nected with a fixed number of neighbors, which uses the typ-
ical BGP route selection procedure specified in RFC 4271 [16]
to select the best route from RIB. We record the (RIB, selected
route) tuple as a sample and randomly generate datasets with
different numbers of neighbors (3-20), next-hop-based local
preference assignments, and numbers of samples (200-20k).
A total of 18k datasets are generated.

First, we implement a simple feed-forward neural network
with 1 hidden layer of 30 neurons [14], and use it to infer
the BGP selection policy of each dataset. Results show that
when the number of neighbors is small (i.e., <=8), even when
the training dataset only has 160 samples (i.e., 80% of the 200
samples in a small dataset), the simple neural network can
learn the selection policy with a minimal of 95% accuracy.
Next, leveraging the domain knowledge that the typical BGP
route selection procedure is a ranking function, we tailor
RankNet [5], a classical tool for learning the ranking function
of search results, to infer the BGP selection policy. Results
show that even if an AS has 20 neighbors, with 10,000 sam-
ples, our tailored RankNet can learn the selection policy with
a minimal of 91% accuracy. These preliminary results indi-
cate the potential risk of an AS’ BGP policies being inferred
when its RIB and the selected route are exposed. More im-
portantly, we point out that this risk is not unique to SDI,
but to a general context of interdomain routing (e.g., looking
glass servers). Details of this study can be found in [20].
4 Conclusion and Future Work
We propose the SDI model to enable flexible, end-to-end

interdomain route control, and report our findings on its
benefits (i.e., efficient, flexible end-to-end route) as well as its
operational implication on ISP’s privacy (i.e., exposing RIB
allows accurate inference of AS’ selection policy). Our on-
going future work includes investigating optimal SDI route
control under network outage, scalable BGP policy inference
with few-shot learning, and policy protection mechanisms.
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