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1 Preliminary

There has been a lot work done on protection against netvaditkés in both wired and
wireless networks. Existing protection techniques candmeally categorized into two classes:
1) proactive protection that sends the same data along fieoetit paths simultaneously, which
is also called 1+1 or 1+N protection, and 2) reactive pravecthat sends the data along one
path at the beginning and switch to another path when theréaidure detected, which is also
called 1:1 or 1:N protection. It is easy to see that both mtaia strategies have their own
advantages and drawbacks. Proactive protection has zgyonge time when failures happen
while having a higher transmission cost. Reactive pratedias a lower transmission cost than
proactive protection but requires failure detection medtra and longer time to take actions.

Different from traditional wired networks, network faies in mission-critical wireless

cyber-physical systems usually have the following chanrastics:

1. Network failures in WCPS are usually transient (e.g.,doveliability in wireless trans-
mission due to environment change), which means failed s1add links can function

normally after some time;

2. When transient failures happened in WCPS, it is usualtyancefficient way to identify
and replace the failed hardware because of both the tramsa@ure of these failures and

the extra high cost incurred by failure detection and caiwacmperations.

Therefore, an important design principle in building alrest mission-critical WCPS is to
ensure efficient and fast data delivery in the presence o$igat network failures by enabling
proactive network protections. Making use of the broadeagire of wireless communication,
network coding has promising potentials in network protecbecause every coded packet
contains the same amount of information entropy. Using agtwoding, every packet is basi-
cally equally useful when the destination retrieves thgioél information.

Recently, there has been some work on providing proactseption using network coding

in mesh networks [2] [8].[12]. However, most of the applicatiscenarios for these work are



in optical networks or require some specific routing streeto realize the protection scheme.
Therefore, these work cannot be applied to the general sosnaf mission-critical cyber-
physical systems. To cope with the requirement of relialblé eeal-time data delivery in
mission-critical WCPS, we extend our solution to minimastchlC- based routing in Chap-
ter 3 to study the NC-based proactive protection problem ineless sensor networks. The

contribution of this study is as follows:

e We study the minimal cost 1+1 NC-based proactive protegiroblem. Different from
the well-known minimal 2 node-disjoint path problem, we\stibat this new problem is
NP-hard even in a simplified version through a reduction ftbhen2-partition problem.
As a trivial note, we also point out and fix a mistake in the NfPdmess proof of the

classic 2 integral network flow problem in [5].

¢ Motivated by the classic 2 node-disjoint path algorithm atgbrithm ??we designed in
Chapter 3, we propose a heuristic algorithm for the 1+1 N€elagroactive protection
problem. This algorithm computes two node-disjoint brdidsg has a total transmission

cost upper bounded by the 2 shortest node-disjoint paths.

e We further design and implement ProNCP, a proactive netwoding based protection
protocol, on TelosB sensor platforms. We evaluate the padace of ProNCP on our
NetEye testbed by comparing it with a benchmark routingquoit(TNDP) that transmits
data along 2 node-disjoint paths. Experiment results shatvRroNCP performs better
than TNDP in terms of reliability, transmission cost and djeat under both no-failure

scenario and random transient failure scenarios.

The rest of this chapter is organized as follows: we first gmeshe system model and
problem definitions of this study. Then we study the compjeaf 1+1 NC-based proactive
protection problem and propose a heuristic algorithm. Base this algorithm, we further
implement ProNCP and evaluated its performance on the Nea#sgbed. Before we conclude

this chapter, we also discuss related work on proactiveeptioin in wireless networks.



2 System model and problem definition

This study shares the similar system model and notations &hapter 3. We model a
wireless network as a directed graph= (V, E) with node S as the source and@ as the
destination. For each nodec GG, we usel/; and D; to denote the set of senders and receivers
of 7, respectively. And we denote the forwarder seta$F'S; C D,. Foreach link — j € F,
we denotelT X as its expected number of transmission to deliver a packbtlengthz and
Pl = ﬁXJ as the corresponding link reliability. Since network capimill not change the
packet length during the transmission, we WSEX;; and P;; for simplicity. Then we define
Cir(x) as the transmission cost of deliverimdinear independent packets froirto 7', and
Cip,(z) as the expected number of broadcasts of nadien nodes irD; collectively receive
x linear independent coded packets framAssumingS needs to deliveK packets as a batch
to 7', we definek? as the number of linear independent packets rigdeeives from nodg.

Given a directed grapy = (V, £') and K original packets to be delivered frofto 7. We

first define the 1+1 proactive protection problem with minitnansmission cost as follows:

Problem Q Given a directed grapfy = (V, F) with one source and one destinatioh, find
two node-disjoint NC-based routing brai#l and B, such that the total cost of delivering
linear independent packetsoalong each braid is minimized.

The transmission objective of Problamis to deliver 2 copies of each piece of data gener-
ated byS to T, which is the same as the 2 node-disjoint path problem. Hewéve solution
to the 2 node-disjoint path problem can only deal with singbele failures. On the contrary,
the solution to Problen@) will be able to provide robust routing structure for sensetworks
against up ta?’ node failures, wheré’ = min(|Vg,, Vg,|) > 1. Therefore, its solution can

protect the network against random transient node failures



3 1+1 NC-based proactive protection problem

In this section, we study the 1+1 network coding based praagrotection problem in
detail. In traditional 1+1 protection schemes, the mostmam approach is to build 2 node-
disjoint paths with the minimal total cost. This problem bagn well studied and is solvable in
polynomial time [14][15][3]. The basic idea of these aldglons is to make use of successive
cycling cancellation methods in network flow theory. Howewvehen network coding is intro-
duced into wireless transmission, we will be able to furtfeetuce the transmission cost for
single data flow as we have proved in Chapter 3. Therefore,tbaenstruct 2 node-disjoint
routing braids with minimal total cost for NC-based transsion becomes an interesting and
open problem. To propose the solution to this problem, wediplore its computation com-

plexity.

3.1 Complexity study on problemQ

Though constructing 2 node-disjoint paths with minimaltdos a single data flow can be
solved efficiently for survivable networks. It is impos&lb transplant the solution idea to
construct 2 node-disjoint routing braids with minimal cémt NC-based transmission due to

the following reasons:

¢ In NC-based transmission, the cost of the first hop broadizeest not follow the additive

linear law as in traditional network flow theory;

e Routing braid has multiple paths at the second hop such hieatraffic load on each
path is dynamic depending on its order in the forwarder sstead of being static as in

traditional network flow problems.

Towards better understanding the property of prob@mve study its computational com-

plexity and propose the following theorem.

Theorem 1 Problem Q is NP-hard.



Proof To prove this theorem, we first look at Probléy, a simpler version of Problel® as

follows:

Problem Q" The same as proble®@ except that all the paths froii to 7" are node-disjoint
to each other.
Since we are required to assign each non-terminal nodeerditaidB;, braid B, or none

of them. We are able to build a binary programming model fobgmQ'.

Minimize: C; + Cy =

1 T+ Py H;‘;11<1 — ;- Pyj1)
1—H;nl(1—$i'P2i—1).; Py

1 ‘Zyi'PQil H;;ll(l —yj - Paj1)
=TI (1 = yi- Pyia) Py

+max{

+

=1

1 1
1-TI5 (=2 Pyq) T =T (1 =y - Pmel)}

such that
x; € {0,1}
yi € {0, 1}
Tty <1
Poi 2 Pogiqry
0< P <1
0< Py <1

fori =1,2,...,m,
1)
Although 0-1 programming is generally NP-hard, it does rextassarily result in the NP-

hardness of this special class of 0-1 programming. To tabideclass of 0-1 programming, we

propose the following lemma about the complexity of Prob{gm
Lemma 1 Problem Q' is NP-hard.

Proof We prove the NP-hardness of probl€hvia a reduction from the classic two-partition

problem. There are different expressions of the 2-partifiomblem and we use the following
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optimization version:

Two-partition problem:  Given a finite setA and a weightv(a) for any element € A,
partition setA into two subsets!; and A, such that the difference betwedn, ., w(a) and
> bea, w(b) is minimized.

Without loss of generality, we assume that every elemetmgfihite set of the two-partition
problem has a positive weight. Givén, an instance of the two-partition problem with set
X ={X1,Xs,..., X,,}, we constructZ, an instance of probler@®’ as follows. We first build
a topologyS — {A;, As,..., A} — T. For eachi = {1,2,...,m}, we definePs,, =
1 —0.1%%) and Py,7 = 1.

In this constructed instance &, it is straightforward to see that the objective function ca

be simplified to

1 1
C1 + Cy =2+ max o , o 2
' ’ {1 _Hi=1(1_xiPSAi> 1_Hz’=1<1 _yiPSAi)} ©)
To minimize Equatiof2, the optimal solution must satisfy tbllowing condition,
x; +y; = 1 for anyi 3)

This means each nodé& must be either assigned to braid 1 or braid 2. This point can be
proved through a simple contradiction. Suppose the optsolaition of 7 has a noded, not
assigned braid 1 or braid 2. By assigniAg to the braid that has a higher 1st hop broadcast
cost, we can decrease this broadcast cost, which leads ttiea belution toZ. Therefore,

solving problemQ’ is equivalent to solve the following problem:

Q' - Partition version:  Partition set{ A, As, ..., A,,} into two subset$; and.S; such that
the difference betweef[“'“*' 1 — Ps4, and[]** 1 — Py, is minimized.

After a simple mathematical transformation, we can see that

[T1%9' 1= Pga, = 0157700
(4)

A5€52 (X))

[TY%21—Psa, = 01%



Through this equation it is readily to see that the partittersion ofZ is equivalent tay,
which means there is an optimal solutionZaf and only if there is an optimal solution 5.
From this we claim that there exists a one-to-one mapping freo-partition problem ta’.

Therefore problend)’ is NP-hard.

Having proved the NP-hardness of probléf the NP-hardness of problethis an imme-

diate outcome.

Having proved Theoreml 1, we show that it is impossible to bgva polynomial-time
solution to even a simplified version of proble@ This finding motivates us to design an

efficient heuristic algorithm to compute good solutionsttolpemQ.

3.2 Afinding in the NP-hardness proof for two-commodity integral flow

problem

During our work in the complexity study on the problem of fingltwo node-disjoint rout-
ing braids with minimal cost, we find a technical mistake ie t#P-hardness proof of two-
commaodity integral flow (TCIF) problem in the classic paji&r [n this paper, the authors pro-
posed a reduction from any instance of the satisfiabilityT)S#xoblem to the TCIF problem.
For any instance ofl of the SAT problem, this paper denotes variablegliaszy, z», . .., z,
and the clauses id asC4, (s, ..., Cy. For each variable;, p; represents the number of pos-
itive occurrences of; andg; represents the number of negative occurrences.of lobe L;
is then constructed for each as shown in Figurel1. After connecting each lobe one by one
and adding some extra nodes corresponding all the clausestamceA. The authors proved
that there exists an satisfiable assignment4af and only if there exists two commaodities of
integral flow in the reduced instance of the TCIF problem.

However, this proof ignored the case when= 0 or ¢; = 0 for somez;, which can affect
the correctness of this proof. For examplepif= 0 for somex;, the constructed lobé;
has only the lower part. Under this case, when there is digalis assignment which assigns

z; = 0 for the SAT instanced, the constructed TCIF instance cannot find two commodities
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Figure 1: lobe for variablex;

of integral flow because each arc has only a capacity of 1 dralllpcannot be used for two
commodities of flow. Therefore, it is a lethal mistake for Wieole proof.
Though this mistake invalids the whole correctness of thesfy we propose a simple patch

to fix it:

EXPatch Whenp; = 0 or ¢; = 0 for variablex;, we add a node in the upper lobe or a
nodez in the lower lobe as in Figufd 2.

Adding EXPatch into the NP-hardness proof of TCIF problem, it is readily @ity that
the mistake in the original proof is now fixed because thegeadways the upper part and the
lower part in each lobe. Note that this will not affect the girof "there exists an satisfiable
assignment for an instance of SAT problem if and only if thexests two commodities of
integral flow in the reduced instance of TCIF problem® beeatlsere is no link fromS, to
nodev or y for anyi. Therefore EXPatch fixes the mistake in[5] and completes the

whole proof.



Figure 2: lobe for variablex;

4 A heuristic algorithm for Problem Q

Since problenQ is NP-hard, in this section we propose a heuristic algorititiis prob-
lem. This algorithm is motivated by both the classic aldorns fork node-disjoint paths with
minimal cost[14][15][3], our effective load based matheicel framework for measuring the
cost of NC-based transmission cost, and our optimal greedyesrouting braid algorithm for
network coding based routing in Chapter 3.

Algorithms proposed to construétnode-disjoint paths with minimal cost in a given di-
rected graph’[14] [15] ]3] have a time complexity ©fk|V|?). In traditional protection stud-
ies, these algorithms have been showed to be effective widing proactive protection to
networks against single-node failures. However, by sglyroblemQ, in Chapter 3, we find
that the total transmission cost in wireless environmentlzafurther reduced by fully explor-
ing the routing diversity in sensor networks using NC-baseding because the minimal cost
of NC-based routing is upper bounded by shortest singlenoaiimg in any DAG. Integrating
solution ideas behind these two problems together, we gepdeuristic algorithm for prob-
lem Q that is able to find 2 node-disjoint braids with a total trarssion cost upper bounded

by two shortest node-disjoint paths and present it as Allgmfil.
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The first step of this heuristic algorithm is finding two nadisjoint paths with minimal
total cost using the algorithm proposed(in[14] as a refexgruint. We denote the two routing
braids we want to construct & and B, and the two node-disjoint paths with minimal cost we
findask; =S — A} —,..., Al - TandR, =S5 — A? —,..., A2 — T. And we assign

the initial of B, and B, as:

B, = {A}, A} ... Al}

)
BQ = {A%A%v cee 7A31}

Without loss of generalness, we assume that the caBt o larger than or equal to that of
B, i.e.,Cp, > Cp,. After the initialization of B; and B, we build an auxiliary grapli-; by
excluding all intermediate nodes 8, and all the links attached to these nodes framWe
then use Algorithn?? to get the optimal single braid of;. Denoting the resulting braid as

Bl

single?

we update the first braid as:

B, = B! (6)

single

With this newB;, we then perform the same operations to updateéWe build an auxiliary
graphG, by excluding all intermediate nodes i, and all the links attached to these nodes
from G. Next we run Algorithm?? again onG,. Denoting the resulting braid &2, ., we

will be able to update the second braid as:

B2 = Bsingle (7)

After these operations, the algorithm stops and we will get hode-disjoint braids with
a transmission cost upper bounded by two node-disjointspaith minimal total cost. The

rationale behind this heuristic approach is as follows:

¢ Instead of randomly dividing nodes into two braids or stayfirom two randomly paths,
starting from two node-disjoint paths with minimal totakt®can improve the efficiency

of future node assignment process and guarantee the ngsbiiiids have a total trans-
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mission cost upper bounded by the two shortest node-digaihs;

e Because transient failures are random in WCPS, we allpwo have the priority to
select nodes into the braid so that the cost of resultingdbrean be balanced. With
two node-disjoint braids of equal or balanced cost, thegoerdnce of WCPS, including
transmission cost and throughput, can stay at a stabledadel the existence of random

transient failures. This feature is very desirable in madeission-critical WCPS.

Algorithm 1 A heuristic algorithm for two node-disjoint braids constiion

1: Input: a DAGG = (V, E) with sourceS and destinatiofi’
Construct 2 minimal cost node-disjoint path8,, R} from S andT, whereCy, > Chg,
By =Ry,By =Ry
G1 - G
for every nodé; in GG; do

if V; € By then

RemoveV; and all links attached t®; from G,

end if
end for
Run Algorithm?? on G, and denote the resulting braid BS,
: Bl = B;ingle
. G2 == G
. for every nodé/; in G5 do
if V; € By then

RemoveV; and all links attached t®; from G5
end if
: end for
: Run Algorithm?? on G; and denote the resulting braid BS,
: 82 = Bgingle

. Stop and returd By, By}

Rl e R AR

|
=

ngle

B R R R R R R R
0 ~NOoO UM WNPR

ngle

N
o ©

Note: Different from Algorithm??, we presented Algorithfd 1 as a centralized algorithm. One
reason we did this is because the construction of 2 mininslemde-disjoint paths requires the
complete information of the whole graph. The other reassmewill show in the next section,

is that a distributed version of Algorithim 1 would introddeege amounts of communication

overhead to the network.
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5 Protocol design and implementation

In the last section, we give a description on how to consttwot node-disjoint routing
braids with low transmission cost from a global perspecitinghis section, we present the pro-
tocol design of 1+1 proactive NC-based protection (ProN&fe)details of its implementation.

ProNCP is essentially a NC-based routing protocol. It aslopist of EENCR’s design prin-
ciples we presented in Chapter 3, e.g., we implement theorantetwork coding component,
the coded feedback scheme and the rate control scheme tleeasaBENCR. However, we
do not adopt the same distance-vector routing engine in BENCEENCR, each node only
needs to optimize its forwarder set without consideringeptiél overlapping between the sub-
braids of its forwarders and a distance-vector routing &g sufficient for Algorithn?. In
ProNCP, on the contrary, to avoid braid overlapping is thetmportant constraint for braids
construction. Therefore, a distance-vector routing emginnsufficient because a sender needs
to know the whole graph of the network. A link-state routimapgonent, on the other hand,
will introduce high communication overhead and take up toeihmmemory space, and is there-
fore inapplicable in resource-constrained mission@ltWCPS. To fill this gap, we conduct
a long-time sampling test in our testbed to get packet dslikegtio for each link, perform of-
fline computation of Algorithnill to get node-disjoint brafds each source, and assign these
braids information into the implementation of ProNCP. Wavkethe design of a low-overhead
distributed algorithm for two node-disjoint braids comstion as a future research topic. Fur-
thermore, we also add related control schemes in the pamkearfding component to make it

fit ProNCP better.

6 Performance evaluation

To characterize the feasibility and effectiveness of netvemding in providing proactive
protection in mission-critical WCPS, we experimentallykesate the performance of ProNCP
in this section. We first present the experimentation meadlogy and then the measurement

results.
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6.1 Methodology

Testbed. We use theNetEye wireless sensor network testbed at Wayne State UnivelHity [
The working environment of NetEye is different from thatgeeted in Chapter 2, but the same
as that presented in Chapter 3. 130 TelosB motes are deplogadndoor environment, where
every two closest neighboring motes are separated by ZTeetlayout of the whole testbed is
of a grid shape but with some slight variances due to the caingt of the room.

Out of the 130 motes in NetEye, we randomly select 60 moteth (@ach mote being
selected with equal probability) to form a random networkdar experimentation. Each of
these TelosB motes is equipped with a 3dB signal attenuatba2.45GHz monopole antenna.
In our measurement study, we set the radio transmissionmgowe -15dBm (i.e., power levél
in TinyOS) such that multihop networks can be created. Andisesthe default MAC protocol

provided in TinyOS 2.x.

Protocols studied. To the best of our knowledge, this is the first work to applywoek
coding against transient node failures in mission-clitit#CPS. Some researchers have de-
signed protocols to provide proactive protection usingvoek coding in mesh networksl|[Z]][8]
[12]. However, these work cannot be applied to the geneeadaos of mission-critical cyber-
physical systems because they can only work under the egestd certain routing structures.
Given the fact that most of works on routing selection forgmtove protection in networks
(wired and wireless) are based on the node-disjoint patbtoaction algorithm, we study and
compare the performance of the following protocols withdima to understand the impact of
network coding in improving the resilience of mission4cal WCPS against transient node

failures,

e ProNCP: the 1+1 proactive NC-based protection protocol we projpo$i@s chapter;

e TNDP: a routing protocol that sends data along two shortest migjeint paths to the

receiver.

We implement both protocols in TinyOS 2.x. We choose a baizh of 8 for network
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coding operation as in Chapter 3. As we explained in the Estian, we first conduct a long-
time sampling test to get the packet delivery ratio of the hwetwork. Then we compute
both node-disjoint paths and node-disjoint braids offlind assign the results into these two
protocols. For TNDP protocol, we define the maximal numbeeties for each packet to be
10 if no ACK of this packet was received by the sender/forwgrthis value is the same as

what is used in CTP, a shortest single path routing prot&ol [

Performance metrics. For both protocols we study, we evaluate their behaviordasethe

following metrics:
e Ddliveryreliability: percentage of information elements correctly receivethbysink;

e Ddlivery cost: number of transmissions required for delivering an infation element

from its source to the sink;
e Goodput: number of valid information elements received by the siekgecond;

Different from the throughput metric used to evaluate thgsmance of NC-based routing
protocols in[4] [10], in this study we use goodput insteaah. iAformation element is defined
asvalid if and only if it is linear independent to all packets that arehe same batch and

received by the sink.

Topology. We randomly select 60 nodes out of 130 nodes in NetEye to fannexperiment
topology. From these 60 nodes, we randomly select 10 asesoades. Each source node
periodically generates 40 information elements with aarielement interval, denoted 4y,
uniformly distributed between 500ms and 3s. For ProNCRyevensecutive 8 information

elements compose a batch.

Transient node failure model

In our experiments, we deploy a periodic timer for all intedrate nodes in the network.
Every time the timer at intermediate nodgfires, V; has a probability to enter a transient fail-
ure status, i.e., not able to send or receive any packet. Ypatively study the performance

of ProNCP and TNDP under different settingsfof
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e FO: f = 0 for all intermediate nodes in the network; this is to repntdhe scenario

where no node failure happens in the network.

e F'10 f = 0.1 for all intermediate nodes in the network; this is to repneslbe scenario

where intermediate nodes have a 10% chance to stop workiragsioort period of time.

e F20 f = 0.2 for all intermediate nodes in the network; this is to repnske scenario

where intermediate nodes have a 20% chance to stop workiragsioort period of time.

6.2 Measurement Results

In what follows, we first present the measurement resultadofailure scenarid’0, then
we discuss the case of failure pattéri0. In the figures of this section, we present the means

and their 95% confidence intervals for the correspondingioset

6.2.1 No failure in the network

For the scenario that there is no failure in the network, weRtoNCP and TNDP 5 times
each on the selected topology. Figurés[3 - 5 show the delnedigbility, delivery cost and
goodput of different protocols. In Figuré 3, we find that b&toNCP and TNDP achieve a
delivery reliability close to 100%. However, the averagmamission cost of ProNCP is only
50% of that of TNDP, as shown in Figuré 4. This observationoissistent with the design
principle of Algorithm[1. By finding the optimal single braah each auxiliary graph, we are
able to significantly reduce the transmission cost of ddligtwo copies of data from sources
to the root.

The reason why TNDP’s transmission cost is much higher tmaN©P is because we set
a maximal number of retries for each packet when the ACK &f plaicket is missing. We also
try to set this maximal retries a smaller value, e.g. 5 and @& tBe corresponding reliability
drops significantly to only 80%. On the contrary, we do notssst maximal number of retries

in ProNCP. The number of coded transmissions for each redgiacket at any node is strictly
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Figure 4: Delivery cost: 10 sources without failure

assigned by the result of Algorithilh 1. This further verifiee telivery efficiency of ProNCP

over traditional node-disjoint paths algorithm.
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In Figurel®, we find that the goodput of TNDP is slightly higkiesn ProNCP. This charac-
teristic of ProNCP is acceptable. Different from EENCR,dens in ProNCP send two copies
of each batch to the root. This proactive protection scheoubles the traffic load in the whole
network, making it more saturated. According to our expentrsetting, the goodput of both

ProNCP and TNDP are close to the capacity of the whole network

6.2.2 Random transient node failures in the network

After studying the performance of ProNCP under no failuenseio, we continue to eval-
uate the performance of ProNCP under the presence of randosidnt node failure. We run
ProNCP and TNDP under each failure model for 10 times. Fijére[8 show the perfor-
mance of ProNCP and TNDP, including delivery reliabilitglidery cost and goodput under
both failure models. It is observed in Figure 6 that ProNCBbke to keep the delivery reli-
ability close to 100% under both'10 and 20 failure models. On the contrary, The delivery
reliability of TNDP degrades to 91% undéi10 model and drops to 80% undér20 model.

This figure proves that ProNCP is able to provide resiliemtirgt transient node failures for
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mission-critical WCPS.
Figurel T shows that even under the existence of transier fadldres, the average trans-

mission cost of ProNCP is kept stable at a very low level. Camatively, the average trans-
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mission cost off' N D P slightly increases irf'10 case, and drastically increases by 30% while
still not able to guarantee data delivery in both failure eled This huge increase of trans-
mission cost in TNDP is because we set the maximal numbertm@angmissions to be 10 for
each packet. Unddr( scenario where no transient node failure happened, usapicket is
successfully transmitted over a link before the maximal bernof retransmissions is reached.
When intermediate nodes randomly enter transient failta®s, under which they cannot re-
ceive or send packet, other working nodes have to retransawitets for more times. The
higher transient failure probability is, the higher thelpability that a node has to keep retrans-
mitting a packet till reaching maximal retries will be. Oretbontrary, the transmission cost of
ProNCP is about the same in bati0 and £20 compared to the average number of transmis-
sions inF’0 scenario. This observation proves again the necessityngortance of an optimal
algorithm for forwarder set selection in NC-based routimgtpcols. And it also shows that
keep retransmitting under transient node failure cannaglextra guarantee on reliability but
only increase the transmission cost.

Furthermore, the difference between ProNCP’s goodput &IdF's goodput is very little
under£'10 model. And the goodput of ProNCP is even higher than that dPNh £20. This
observation also demonstrates that ProNCP is capable cdmeaing high data delivery and
goodput under various transient node failures.

As a summary, in this section we show that ProNCP is resibgatinst the dynamics of
wireless environment, i.e., transient node failures, iasmin-critical WCPS. It is able to pro-
vide 1+1 proactive protection to the network with a significi@wer transmission cost than the
class proactive protection protocol, and maintain a higivele reliability and goodput under

different random transient node failure models.

Related work

There has been a lot work done on protection against nolddilure in both wired and

wireless networks. Most existing protection techniqueshoacategorized into two classes: 1)
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Figure 8: Goodput: 10 sources with failures

proactive protection that sends the same data along twereift paths simultaneously, which
is also called 1+1 protection. 2) reactive protection tlegitds the data along one path at the
beginning and switch to another path when there is a failateaded, which is also called 1:1
protection. It is straightforward to see that reactive @ctibn has a lower transmission cost
than proactive protection while proactive protection reeeol response time or failure detection
mechanism when failures happened in the network.

In proactive protection, many work focus on constructingleitnk disjoint paths such
that any single node/link failure will not affect the deliyeof data to the destination. Several
papers[[14][[15]/[3] studied disjoint paths in a network amdgmsed an algorithm to compute
k minimum weight node-disjoint paths with a complexity@fkN?) whereN is the number
of nodes in the network. Based on this result, many works baea done. Srinivaat al. [13]
proposed an algorithm with a complexity@f k N*) that controls the transmission power of the
source node and compute the correspondingde-disjoint paths with minimum energy cost in
wireless networks. The wireless broadcast nature wasaeresl in this paper for calculating

the minimum energy consumption.

21



Recently, there has been some research on providing porterting network coding. Al-
Kofahi et al. [2] enhanced the survivability of the information flow beewetwo communicat-
ing nodesS and7’ without compromising the maximum achievable 7" information rate. The
authors claimed that most of the links in a network are natlé@eck links, which means that
link failures are more likely to affect non-bottleneck Isithan links in the min-cut. Therefore,
they can enhance the survivability of tlhe— 7" information flow without reducing the use-
ful S — T rate below the max-flow, if protection is provided to the rimottleneck links only.
The system model of this work is in wired network and the sotutannot provide complete
proactive protection to the network.

Kamalet al. [8] [12] studied the 1+N protection in the optical networkaatst single link
failure. By sending network coded packets on the proteciiner tree in parallel with the
working traffic, the proposed 1+N protocol is able to recdvem any single link failure with-
out enduring the delay from switching to the backup pathsTmoblem is strongly NP-hard.
And the heuristic solutions proposed in these two papengines|specific routing structure to
ensure the protection, which is not realistic in wirelesgremment.

Braided multipath routing was first proposed (in [6]. The majoal of braided multipath
routing is to provide reactive protection in networks. Aftesingle path is calculated as the
main path, each non-destination node selects another gathifself to the destination. In
this way, the data flow can always be switched to another patimvthere is a failure on the
main path. Braided multipath routing can significantly iioye the reliability of the network
by having a higher connectivity than single path routing][1However, it cannot be applied
into traditional proactive protection due to high transsios cost.

From the discussion above, we can see that traditional letegiton in wireless network
has a low throughput since it does not fully explore the beaatinature of wireless transmis-
sion. Furthermore, packets received by the destinatidm thhé same packet number make the
transmission redundant, which will increase the transiomssost.

On the contrary, protocols using network coding with oppidtic forwarding[[4][10][9]

have a higher throughput than regular single path routirigubge any packet received by the
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destination is not redundant as long as it is linear indepetwith packets already received by
the destination. In the meantime, no node coordinationgsired between nodes within the
same forwarder candidate set. Additionally, network cgdifth opportunistic forwarding has
some implicit proactive protection scheme because thenddisin can decode alk original
packets in the batch as long as it receive &niinear independent packets of this batch.

However, this type of protocols may have high transmissast caused by no node coordi-
nation cost. Furthermore, even though network coding padtchave some implicit proactive
protection scheme, they cannot guarantee full proactiweeption, i.e., there are cases that one
single node failure will lead the destination not receiviiginear independent packets unless
it sends retransmission request to the source node.

Having seen both the benefit (the higher throughput and tpédinproactive protection)
and drawbacks (high transmission cost and partial pratectorought by wireless network
coding, we are motivated to design a network coding protémoivireless networks in this
chapter, such that it can provide full proactive protectigainst random transient node failures
while keeping the high throughput by exploring the broatlcasure of wireless transmission
with a low transmission cost.

In [4][20Q][9], protocols chose nodes with lower deliverystdo the destination into for-
warder candidate set. This forwarder selection methodsnmagase network throughput but
increase transmission cost as well because it was origidaligned for opportunistic routing.
In opportunistic routing, forwarders of the same node areriized. A forwarder can only
forward the packet it received when no forwarders with higiverity successfully forwarded
the packet. In this fashion, network transmission cost Gandntrolled at a low level. How-
ever, in network coding based opportunistic forwardinggeols, every forwarder can forward
coded packets when the MAC is ready[4]. This approach dicease the network throughput
with no need to design any specific MAC protocol. But if welstilopt the forwarder selection

methods designed for opportunistic routing, the transiomssost will be increased.
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7 Concluding remarks

NC-based routing has drawn the interests of many researochesireless community. Par-
ticularly, researchers have been trying to apply this tegheinto proactive protection for
networks. In this section we study how to design energyiefit;metwork coding based solu-
tion in mission-critical wireless cyber-physical syster8pecifically, we study how to provide
1+1 proactive protection in sensor networks. We formallfyreil the two node-disjoint rout-
ing braids problem and prove its NP-hardness via a reduftmn 2-partition problem. We
then design a heuristic node assignment algorithm to coerjud node-disjoint braids with a
lower transmission cost than any two node-disjoint pathténnetwork. Based on this algo-
rithm, we propose ProNCP, a proactive NC-based protectiotopol. ProNCP inherits similar
modules and components in EENCR, but we add correspondimgotechemes to make the
implementation satisfy the requirement of proactive ptoidm in mission-critical WCPS.

We evaluate the performance of ProNCP on the NetEye testpedrhparing it with the
two shortest node-disjoint paths algorithm (TNDP), the adassic approach in proactive
protection. When there is no failure happening in the netwBroNCP is able to achieve a
delivery reliability close to 100% with only half of the cost of TNDP. When intermediate
nodes have a probably of randomly entering transient mittate, the delivery reliability of
TNDP degrades significantly while ProNCP is still able to mtain a high reliability and a
low transmission cost. The resilience of ProNCP shown inetveduation demonstrates the
benefits of network coding in providing proactive protentior mission-critical WCPS. Future
work towards this research direction includes the desiga distributed node-disjoint braids

construction algorithm with low communication overhead.
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